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Abstract

Transport measurements can be used to determine the phase diagram of high temperature

superconductors by detecting variations in temperature dependence of resistance in different

regions of the phase diagram. While for bulk measurements several samples with varying

chemical doping are used, we continuously vary carrier density in our ultra-thin two-dimensional

Bi2Sr2CaCu2O8+x device by electrostatic means and the space charge doping method. Here

we concentrate on a low-disorder, high quality single unit cell thick sample. We establish the

crossover to strange metal from the pseudogap and Fermi liquid phases in the normal state, close

to the superconducting dome. By extrapolation we demarcate a critical doping region which is

thought to correspond to a quantum phase transition at very low temperature.
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INTRODUCTION

The determination of the phase diagram of Bi2Sr2CaCu2O8+x(BSCCO-2212) and in par-

ticular the crossover lines between different regions in the vicinity of the superconducting

dome is important because of the possible existence of a Quantum Critical Point (QCP)

[1–3]. This QCP is thought to demarcate a quantum phase transition occurring at 0 K

upon variation of a tuning parameter [4–9]. The tuning parameter here is the charge carrier

density. In BSCCO-2212 the pseudogap to strange metal phase boundary and the strange

metal to Fermi liquid crossover, common to the phase diagram of all high temperature

superconductors, are not well-established. In the pseudogap phase at low doping, an en-

ergy range close to the Fermi level exhibits a paucity of available states and is effectively

gapped at low temperatures. The strange metal phase at higher doping shows metallic

decrease of resistance with temperature in the normal state but with a linear dependence,

even at low temperatures where in conventional metals Fermi-liquid theory predicts a T 2

dependence due to the predominance of electron-electron scattering. The strange metal

to Fermi liquid crossover has been rarely studied [10–13] probably due to the difficulty in

fabricating sufficiently overdoped samples and adapted methods. Several methods, spectro-

scopic or otherwise, have been used to investigate and detect the opening of the pseudogap

(occurring at temperature T ∗) as a function of doping. Among these we can cite Angle

Resolved Photo-Emission Spectroscopy (ARPES) [14], Raman spectroscopy [15], tunneling

spectroscopy [16–18], c-axis resistivity [19] and Inelastic Magnetic Neutron Scattering (MI-

NS) [20].

For a direct identification of the critical regime [8] one needs to measure the crossovers

down to very low temperatures approaching 0 K as a function of doping and precisely deter-

mine the corresponding sheet carrier density at each doping value. Transport data cannot

directly access an eventual QCP masked by the superconducting state unless superconduc-

tivity is completely suppressed by a very high magnetic field [21, 22]. Indirectly however, the

crossover lines found above the superconducting dome can indicate the doping range where

criticality could occur. This requires multiple and precise temperature dependent transport

measurements around the optimal doping value and as close as possible to the supercon-

ducting region as well as an interpretation of the transport data in terms of variations in
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temperature dependence in different regions of the phase diagram. The position of the QCP

is an important point of discussion for theories and experiments seeking to explain this phase

diagram and the physics of high temperature superconductors and some even postulate the

existence of two such points. Many works [2, 8, 9] argue that this point is characteristic of

the normal state strange metal phase and as such should be found at the extrapolation of

the boundaries delimiting this phase in the normal state. Carrier density determination in

these compounds is generally based on an empirical and commonly used relation [23] which

relates the critical temperature Tc to doped holes (p) per Cu atom (holes/Cu). Additionally

one can also measure the Hall coefficient RH and determine a Hall carrier density nH =

1/qRH. In strongly correlated electronic systems such as cuprates the Hall estimation does

not directly give the value of the carrier density as in conventional metals, but a quantity

related to it. It is also temperature dependent confirming that the complex underlying elec-

tronic structure cannot be interpreted as a single parabolic band. Nevertheless as we showed

earlier [24], 1/qRH at fixed low temperature is a useful relative indicator of carrier density

modulation [21, 25–27]. In what follows the carrier density is that given by the empirical

formula unless specified otherwise.

In a previous work [24] we established a comprehensive phase diagram of two-dimensional

(2D) BSCCO-2212 as a function of doping and of disorder by achieving a large variation

in doping on each side of the superconducting dome by means of our original space charge

doping method [28, 29]. In this work we focus on the underlying physics of the intrinsic

phase diagram and concentrate on the positioning of the extrapolated quantum critical point

near the top of the superconducting dome in the critical region of the phase diagram using

a low disorder, 1 unit cell (u.c.) thick sample. It should be noted that other methods

have been used to dope surfaces of superconductors by in situ depostion of atoms [30], ionic

liquids [31] or ozone annealing [32]. Any electrostatic doping technique is efficient over a

thin 2D layer determined by the screening length. In BSCCO-2212, at a thickness of 2.5 u.c.

[24], discrepancies can be seen due to decreasing efficiency of the technique over the whole

sample thickness, which are avoided in 1 u.c. samples. Transport measurements are affected

by disorder which changes both the absolute value of the measured sheet resistance and

its dependence on temperature [24]. In general several different samples are used for phase

diagram measurements when doping is changed chemically. This involves stoichiometric

changes which by definition introduce defects. Space charge doping, as opposed to chemical
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doping, does not affect the crystal at the atomic level and does not introduce disorder. The

defect level in our single sample stays constant over all measurements since no change of

stoichiometry is involved. This is an obvious advantage over a changing defect level which

can induce changes in scattering rates and mechanisms over and above a change in the

physical phase of the sample.

SAMPLE FABRICATION

The superconducting 2D BSCCO-2212 single crystal device is sample E with Tc(popt) =

80 K. Some measurements from sample D of ref.[24] (maximum critical temperature

Tc(popt) = 81 K) are also included to guarantee consistency. Both devices are 3 nm (1

u.c.) thick and were fabricated on 0.5 mm thick soda-lime glass substrates by the anodic

bonding technique [33, 34]. This technique, which uses the electrostatic attraction of a

surface space charge induced in the glass substrate for the adherence of flakes of layered

materials placed on the substrate, allows us to obtain high quality samples with lateral

dimensions of about 100 µm. Sample thickness is verified by atomic force microscopy and

samples are shaped mechanically with a micromanipulator tip to isolate the area of the

uniform required thickness. The large lateral size is essential because we use shadow stencil

masks aligned on the sample to thermally evaporate gold contacts in a van der Pauw con-

figuration. We thus avoid chemical degradation and surface contamination from standard

electron beam lithography processes, which in our experience degrade few-unit-cell thick

BSCCO-2212 crystals, eventually making them insulating [24]. Transport and Hall mea-

surements were performed in a high-vacuum cryostat coupled to an external electromagnet.

This set-up allows us to vary the temperature in the 3-400 K range as well as to apply a

magnetic field of up to ±2 T.
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RESULTS

Figure 1: Space charge doping of sample E. RS(T ) curves of sample E at varying doping

levels controlled by the gate voltage VG. The curve corresponding to the initial doping is

indicated with a star. The RS curve corresponding to the optimal doping level is green.

The device has been doped such that holes are reversibly added and removed. The inset

shows the corresponding critical temperatures shown as a function of the doping level as

determined using the empirical method. The vertical lines indicate the initial doping value

and the extremes attained through space charge doping while the arrows indicate the hole

and electron doping ranges achieved.

Doping is tuned in the device by means of our original space charge doping method

[24, 28, 29] by monitoring the sheet resistance RS at the doping temperature Td = 350 K

while applying a gate voltage VG of the order of 100-280 V between the device and a metallic

electrode on the opposite face of the glass substrate. The temperature activates slight ionic

mobility of sodium ions inherent to soda-lime glas and the electric field engenders their

drift. This creates an ionic space charge at the glass-device interface, consisting of an excess

or of a depletion layer of sodium ions. The space charge in turn induces a corresponding

mirror charge in the device which can reach very high values, in the region of 1015 cm−2
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because of the intense associated electric field. Lowering the temperature below Td freezes

the accumulated space charge at the interface by annulling ionic mobility in the glass sub-

strate, thus fixing the carrier density in the device. The change in carrier density is due to

the space charge for the conditions given above and not due to ion intercalation from the

glass substrate or eventually oxygen diffusion in the sample[24, 28, 29]. For a given car-

rier density the temperature dependence of RS is measured from 330 K down to well below Tc.

Fig. 1 shows the sheet resistance of sample E as a function of temperature for varying

charge carrier density. The curve corresponding to the initial doping level is marked by

the star. Negative and positive gate voltages VG were applied to increase and decrease the

charge density and therefore the critical temperature Tc, allowing us to reversibly [24] sweep

between the overdoped regime and the underdoped regime as illustrated by the inset of

Fig. 1. For these measurements the doping regime is tuned around the optimally doped

region where the T -linear behavior of RS(T ) extends to the lowest temperatures, narrowly

separating the pseudogap phase and the Fermi-liquid phase [2, 3, 35, 36].

The strange metal phase is characterized by a linear dependence of RS(T ) [35]. This linear

dependence changes in other parts of the phase diagram because of different scattering

regimes depending on the relative importance of inelastic and elastic scattering [7]. In

BSCCO for example there is a downward deviation in the pseudogap phase from the linear

dependance of the strange metal phase. To determine the phase boundaries we proceed

as shown in Fig. 2 by detecting the temperature corresponding to deviation from linear

dependence of RS(T ) [24]. We use a linear fit for the strange metal region with RS(T ) =

R0 +AT , where R0 is the residual sheet resistance and A is the slope [2]. We define T ∗ and

Tm as the temperatures below which the resistance shows a downward (for T ∗) and upward

(for Tm) deviation from the high temperature T -linear behavior. More precisely, Tm in the

overdoped region for each doping level was extracted as the temperature above which the

Rs(T ) measurement could be fitted with a linear component and below which it was fitted

with the power law Rs(T ) = R0 +BTm. Though a T 2 behaviour typical of the Fermi liquid

is expected in the highly overdoped region, earlier experiments in cuprates have established

that in the moderately overdoped phase the upward deviation of Rs(T ) below Tm also follows

such a power law and that the exponent m varies between 1 and 2 depending on the material

and the doping level [36–38]. In our overdoped devices we observed this m(p) dependence
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Figure 2: Linear fit of the high temperature part of the sheet resistance RS(T ) for sample

E corresponding to the three doping levels indicated at the top left. The green lines are

the linear fit. The inset shows the difference between RS(T ) and the linear fit for each

curve from which T ∗ and Tm can be deduced as the temperatures at which deviation from

linearity occurs.

[38], with for example m=1.35 at the doping level of 1.6 × 1015 cm−2 (∼0.21 holes/Cu).

RS(T ) curves at three specific doping values are shown in Fig. 2. These correspond to

the lowest T ∗ and Tm temperatures that we could measure on the crossover boundaries as

well as one doping value in between where the RS(T ) dependence remains strictly linear till

near the superconducting transition. The green lines are the linear fits to each curve and

the inset shows the difference between RS(T ) and the linear fit. The blue curve corresponds

to the highest doping level (p = 0.181 holes/Cu) where a downward deviation from linearity

distinct from superconducting fluctuations is observed. The red curve corresponds to the

lowest doping level (p = 0.195 holes/Cu) where an upward deviation from linearity is mea-

sured. The orange curve ( p = 0.181 holes/Cu) remains linear until the superconducting

transition as the downturn of RS(T ) observable at around 110 K can be attributed to the

superconducting fluctuation regime.

The resulting phase diagram is shown in Figure 3. The pseudogap to strange metal
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Figure 3: Phase diagram of 1 u.c.-thick low disorder BSCCO-2212. Doping dependence of

the characteristic temperatures T ∗ (filled symbols),Tm (empty symbols) and Tc (filled

symbols on the superconducting dome) of samples D and E. The dashed vertical line

indicates the optimal doping level and the violet band indicates the critical region

corresponding to the low temperature strange metal phase.

crossover T ∗(p) at low temperature roughly decreases linearly as doping increases with the

lowest measured temperature point clearly on the overdoped side of the phase diagram at

about 0.181 holes/Cu. This recalls results found on bulk BSCCO-2212 in earlier works [14–

20]. The strange metal to Fermi liquid crossover Tm(p) increases as doping increases with the

lowest measured temperature point on this boundary being at a doping of 0.195 holes/Cu.

Between these two doping values RS(T ) dependence is linear and corresponds to the strange

metal phase.
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DISCUSSION

The QCP identified with a quantum phase transition is often situated at the extrapolated

junction in the superconducting dome and at zero temperature, of the two phase boundaries

delimiting the strange metal region [8, 9]. In other words if these phase boundaries can

be measured to the lowest possible temperatures close to the superconducting dome, the

narrow strange metal region between them will provide an indication of the doping range in

which the QCP could exist. By this criterion and following our measurements we identify

this critical region to be in the range 0.181-0.195 holes/Cu, inside the dome corresponding

to the superconducting region. We can thus conclude that this normal state strange metal

region at low temperatures extrapolates to what could be a quantum critical point inside

the superconducting dome, in agreement with recent findings [39, 40]. We note that this

identification has been possible both by the use of high quality low-disorder samples and by

accurately measuring the temperature dependence of sheet resistance at a stabilized low rate

of 0.3-0.5 K/min. These precautions reduce extrinsic influence which could alter the tem-

perature dependence of RS(T ) and influence the determination of these phase boundaries.

Thus we have been able to distinguish the pseudogap and Fermi liquid related deviations of

RS(T ) from linear behavior to below 150 K.

Several spectroscopic measurements [14–18, 20] have been carried out on bulk samples with

charge carrier density varied by controlling oxygen doping. They have mostly identified

the critical region by investigating the underdoped part of the phase diagram. They seem

to agree on a linear decrease of T ∗ with doping from the underdoped side to the optimal

central part of the dome (p = 0.16 holes/Cu), within the substantial latitude permitted

by large error bars. Some of them revealed a subsequent flattening on the slightly over-

doped side, followed by an abrupt collapse at larger doping [20] with a QCP estimated at

p∗ = 0.19 holes/Cu.

As discussed above, nH = 1/qRH as measured from the Hall effect cannot be directly related

to the carrier density in these materials but is a useful relative indicator of carrier density

modulation. In contrast with the situation in simple metals RH in this case is tempera-

ture dependent. Hall measurements at a few temperatures and doping levels in one of our

BSCCO-2212 samples are shown in Fig. 4. The RH vs T curves corresponding to different

doping levels in Fig. 4a confirm that the maximum of RH(T) is found at T = 120 K and
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Figure 4: Hall measurements. a, Temperature dependence of the Hall coefficient RH

for different doping levels tuned by the external gate voltage VG. b, Transverse

anti-symmetrized resistance Rxy as a function of magnetic field at T = 120 K. Colors

correspond to the same doping level in the two panels.

that the variation of RH with temperature decreases as doping is increased from optimal to

the overdoped[26], approaching the Fermi liquid part of the phase diagram. We use RH at

120K to calculate the Hall carrier density nH. Fig. 4b shows the anti-symmetrized transverse

resistance Rxy as a function of applied magnetic field B at T = 120 K.

The phase diagram of Fig. 3 for samples D and E with carrier density inferred by RH

is shown in Fig. 5. The range of critical doping as estimated through 1/qRH is [0.88-

1.1]×1015 cm−2. Despite the difficulty in relating 1/qRH directly to the doping level, an

advantage of this approach is that the error in the determination of 1/qRH is relatively

constant (±2-4×1013 cm−2) over the whole doping range, being related only to the determi-

nation of the slope of the Hall voltage. In contrast the error in the doping value determined

by the empirical formula is maximum in the optimal doping region of the superconducting

dome. This is because the dome is flat in this region, so that relatively large variations of

the charge carrier concentration produce small variations of critical temperature. This is

seen in the size of the horizontal error bars in Fig. 3 and in Fig. 5. Specifically, an error

of ± 1 K in the determination of Tc results in an error on p = ±0.01 holes/Cu around the
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Figure 5: Phase diagram of sample E and D with doping inferred from RH. Characteristic

temperatures T ∗, Tm and Tc as a function of 1/qRH. The 1/qRH scale is logarithmic to

account for an exponential relation between the carrier density determined in this manner

and that determined by the empirical formula. The dashed vertical line indicates the

optimal doping level, namely the 1/qRH value corresponding to the maximum Tc

measured. The violet band indicates the critical region corresponding to the low

temperature strange metal phase.

optimal doping (0.16 holes/Cu) and of ±0.001 holes/Cu around 0.18 holes/Cu. For higher

doping the error becomes negligible. Hence, as the critical region is close to the top of the

dome, one could expect a larger error in the determination of the critical doping with the

empirical formula. It is then reassuring to see that the crossovers and the critical region as

deduced from these two estimations of the doping level are similar.

As mentioned earlier, in BSCCO-2212, ground state electronic structure which is effectively

masked in part by the superconducting state, could prove to be complex. In some interpre-

tations the quantum critical point is associated with a Lifshitz quantum phase transition,

where as a function of increasing doping the hole-like Fermi surface becomes electron-like at
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a critical doping of about 0.19 holes/Cu, as observed in ARPES spectroscopy and theoretical

calculations [15, 41, 42].

In another cuprate superconductor, YBa2Cu3Oy, the use of very high magnetic fields to

suppress superconductivity has allowed to measure a change in carrier density nH=1/qRH,

from nH = 1 + p at high doping to nH = p at low doping [21], as a further confirmation of

change of the Fermi surface topology at quantum criticality in cuprate compounds [43–45].

CONCLUSIONS

In this work we identify the critical doping regime in 1 unit cell thick 2D BSCCO-2212

by delimiting the strange metal phase to low temperatures just above the superconducting

dome using transport measurements and in-situ electrostatic doping in a high quality low

disorder device. Searching for this region in the normal state where the pseudogap, strange

metal and Fermi liquid phases appear to meet and by fine-tuning the carrier density in

the slightly overdoped regime, where experimental results are scarce, we found it to be

centered at about ∼ 0.19 holes/Cu and confined in the range ∼ 0.181−0.195 holes/Cu. Our

transport data allows comparison with spectroscopic measurements and establishes bounds

for the range of doping where a quantum critical point could exist though we do not access

this region as it is masked by superconductivity. Our results demonstrate the potential of

space charge doping to develop fundamental understanding of superconductivity and phase

transitions in high-temperature superconductors and open new perspectives in the field of

fundamental research.
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