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1.1 Introduction

Synchrony refers to individuals’ temporal coordination during social inter-
actions (Cappella, 2005). The analysis of this phenomenon is complex, re-
quiring the perception and integration of multimodal communicative signals.
The evaluation of synchrony has received multidisciplinary attention because
of its role in early development (Feldman, 2003), language learning (Gold-
stein et al., 2003) and social connection (Harrist and Waugh, 2002). Ini-
tially, instances of synchrony were directly perceived in the data by trained
observers. Several methods have been proposed to evaluate interactional
synchrony, ranging from behavior micro-analysis (Cappella, 1997) to global
perception of synchrony (Bernieri et al., 1988). Behavioral synchrony has
now captured the interest of researchers in such fields as social signal pro-
cessing, robotics and machine learning (Prepin and Pelachaud, 2011; Kozima
et al., 2009).

In this chapter, we focus especially on description and definition of syn-
chrony for the development of computational models. The chapter begins
with a review of evidences of interpersonal synchrony from di↵erent research
domains (psychology, clinics, neuroscience and biology). Then, we introduce
a working definition of interpersonal synchrony (section 1.4). The chapter
surveys evaluation models and methods from the literature of psychology
(section 1.5) and social signal processing (section 1.6). Finally, the chapter
discusses a number of challenges that need to be addressed (section 1.7).
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1.2 Non-verbal evidence of interpersonal synchrony

Among social signals, synchrony and coordination have been considered
lately (Ramseyer and Tschacher, 2010; Delaherche et al., 2012). (Condon
and Ogston, 1967) initially proposed a micro-analysis of human behavior
(body motion and speech intonation) and evidenced the existence of inter-
actional synchrony, the coordination between listener’s and speaker’s body
movements or between the listener’s body movement and the speaker’s pitch
and stress variations. (Bernieri et al., 1988) define coordination as ”... de-
gree to which the behaviors in an interaction are non-random, patterned or
synchronized in both form and timing”. (Kendon, 1970) raises fundamen-
tal questions about the condition of interactional synchrony arousal and its
function in interaction. When he synchronizes with the speaker, the listener
demonstrates his ability to anticipate what the speaker is going to say. This
way, he gives feedback to the speaker and smoothens the running of the
encounter.

In the ”double video setting”, several teams manipulated the timing of
exchanges between mother and baby by alternating live and pre-recorded
exchanges (Nadel et al., 1999). They showed that in the pre-recorded ses-
sions the child showed more negative signs (anger or distress manifestations,
cries) and that when they came back to the live exchanges, the positive sig-
nals (gazes toward the mother, smiles...) were restored. In these experiments,
they demonstrated expectancies for synchronized and contingent exchanges
with the social partner (here the mother), since two months old. The key role
of synchrony was also found at early age in more natural early interaction
such as home breast feeding (Viaux-Savelon et al., 2012). In (Saint-Georges
et al., 2011), we investigated early signs of autism by modeling child’s devel-
opment with an interpersonal synchrony point of view. Regarding synchrony,
the main results show that (i) parents seemed to feel weaker interactive re-
sponsiveness and mainly weaker initiative from their infants; and (ii) parents
increasingly tried to supply soliciting behaviours and touching.

As part of the social signals, interpersonal coordination is a signal of great
importance to evaluate the degree of attention or engagement between two
social partners. It is often related to the quality of interaction (Chartrand
and Bargh, 1999), cooperation (Wiltermuth and Heath, 2009) or entitativity
(Lakens, 2010). Finally, its assessment constitutes the first step in prospect
of equipping a social robot with the ability to anticipate a human partner
reaction and enter in synchrony with him (Michalowski et al., 2009; Prepin
and Gaussier, 2010; Boucenna et al., 2014).
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1.3 Biological evidence of interpersonal synchrony

Concerning the development of social interaction, it is important to high-
light the major role of synchrony of rhythms in bonding. Thus, Guedeney
et al., 2011 emphasize the importance of synchronization between infant
and parental rhythms in very early social interaction and socio-emotional
development, from biological rhythms during pregnancy to later exchange
between caregiver and child.

Synchrony between partners has been correlated with biological markers.
Correlation at biological levels has also been found. In (Feldman, 2007), a
biobehavioral synchrony model is introduced on the basis of investigations of
synchrony through physiological signals (e.g. ECG, skin conductance) and
behaviors during parent-infant interactions.

Naturally occurring variations in maternal behavior are associated with
di↵erences in estrogen-inducible central oxytocin receptors, which are in-
volved in pro-social behaviors (Champagne et al., 2001). Oxytocin appears
to enhance both maternal/paternal as well as a�liative behaviors in humans
and is considered as the bonding hormone (Weisman et al., 2012).

(Dumas et al., 2010) use hyper-scanning recordings to examine brain ac-
tivity, including measures of neural synchronization between distant brain
regions of interacting individuals through a free exchange of roles between
the imitator and the model. Their study was the first to record dual EEG
activity in dyads of subjects during spontaneous nonverbal interaction. Five
female-female pairs and 6 male-male pairs were scanned. They showed that
interpersonal hand movements were correlated with the emergence of syn-
chronization in the brain’s alpha-mu band (an area involved in social inter-
action (Perry et al., 2010)) between the right centro-parietal regions.

Rhythm, synchrony and emotion are increasingly being viewed by de-
velopmental psychologists as key aspects of appropriate early interaction
(Feldman, 2007; Saint-georges et al., 2013; Weisman et al., 2013)

1.4 Proposed definition

Synchrony is the dynamic and reciprocal adaptation of the temporal struc-
ture of behaviors between interactive partners. Unlike mirroring or mimicry,
synchrony is dynamic in the sense that the important element is the tim-
ing, rather than the nature of the behaviors. As noted in (Ramseyer and
Tschacher, 2006), the distinction between synchrony and mirroring can be
unclear; these phenomena are not disjunctive and can often be observed
simultaneously.
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As described in (Harrist and Waugh, 2002), synchrony requires a (1) main-
tained, (2) shared focus of attention, (3) temporal coordination, and (4)
contingency. Computational models of synchrony need, if not all, most of
theses ingredients. And the main problem is that each of them is ambigu-
ous and requires investigations. However, taking into account advances in
various fields: computational linguistics, social signal processing and social
robotics or either virtual agents.

1.5 Non-computational methods of synchrony assessment

Several non-computational methods have been proposed to evaluate inter-
personal synchrony, ranging from behavior micro-analysis to global percep-
tion of synchrony. Behavioral coding methods propose evaluating the be-
havior of each interactional partner on a local scale. These methods require
the use of computer-based coding (e.g., Observer or Anvil (Kipp, 2008))
and trained raters. Various category and time scales can be used for coding.
Generally, a measure of synchrony is deduced from the covariation of the an-
notated behaviors. The codes can be either continuous (speed of a gesture)
or categorical (type of gesture). (Cappella, 2005) synthesized the three cru-
cial questions to be addressed when conducting an interaction study: ”what
to observe (coding), how to represent observations (data representations)
and when and how frequently to make the observations (time)”.
Behavioral coding methods are time-consuming and tedious with regard

to the training of observers, the number of behaviors coded and the duration
of the video files to be coded, particularly for longitudinal studies. (Cappella,
1997) and (Bernieri et al., 1988) proposed an alternative to behavior micro-
analysis: the judgment method. In their studies, they investigated the use
of human raters to evaluate video clips of infants interacting with their
mothers. Raters judge for simultaneous movement, tempo similarity and
coordination and smoothness on a longer time scale using a Likert scale.
Cappella showed that untrained judges were consistent with one another
and reliably judged the synchrony between partners (Cappella, 1997).
Non-computational methods su↵er serious drawbacks. Within the tedious

task of coding, segmenting and annotating behaviors can be confusing: when
does a behavior start, when does it end, how should it be labeled? Often,
the annotator makes trade-o↵ because no label accurately describes what
he observes. The judges’ reliability in assessing such a subjective and com-
plex construct is also questionable, and no general framework for synchrony
assessment has been accepted to date. A method was recently proposed to
convert the judgments of multiple annotators in a study on dominance into
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a machine-learning framework (Chittaranjan et al., 2011). Finally, conversa-
tional partners are often studied individually when coding. Thus, it is par-
ticularly di�cult to recreate the dynamic and interpersonal aspects of social
interaction manually and after coding. Nonetheless, annotation and judg-
ment methods are essential in proposing automatic systems for synchrony
assessment and testing their performance. Currently, no automatic systems
modeling synchrony using real interaction data are free from annotation.

Annotation is mainly used in two di↵erent manners. First, annotation
is used to train automatic systems to model and learn communication dy-
namics (see section 1.6.1). These studies often rely on behavioral coded
databases. Second, another set of studies intends to measure the degree of
synchrony between dyadic partners with unsupervised methods. In these
studies, the measure of synchrony is not validated per se but is judged by
its ability to predict an outcome variable that has been manually annotated,
often using judgment methods. The outcome variable can be friendship (Alt-
mann, 2011), conflicting situations (Altmann, 2011), success in psychother-
apy (Ramseyer and Tschacher, 2011), etc.

1.6 Fully automatic measures of synchrony

To exploit synchrony cues in human-machine interaction, automatic tech-
niques can be used to capture pertinent social signals and assess movement
synchrony in human-human interactions. This studies aim at measuring the
degree of similarity between the dynamics of the non-verbal behaviors of
dyadic partners. The goals of these studies are generally divisible into two
categories: (a) compare the degree of synchrony under di↵erent conditions
(e.g., with or without visual feedback) (Shockley et al., 2003; Varni et al.,
2010) and (b) study the correlation between the degree of synchrony and
an outcome variable (e.g., friendship, relationship quality) (Altmann, 2011;
Ramseyer and Tschacher, 2011).

The first step in computing synchrony is to extract the relevant features
of the dyad’s motion with motion-tracking devices (Ashenfelter et al., 2009),
image-processing techniques (tracking algorithms, image di↵erencing) (De-
laherche and Chetouani, 2010; Varni et al., 2010) or physiological sensors
(Varni et al., 2010). After extracting the motion features, a measure of sim-
ilarity is applied. Correlation is the most commonly used method to assess
interactional synchrony (Altmann, 2011; Ramseyer and Tschacher, 2011). A
time-lagged cross-correlation is applied between the movement time series
of the interactional partners using short windows of interaction. Another
method to assess the similarity of motion of two partners is recurrence anal-
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ysis (Richardson et al., 2008). Recurrence analysis assesses the points in
time that two systems show similar patterns of change or movement, called
”recurrence points”. Spectral methods constitute an interesting alternative
to temporal methods when dealing with rhythmic tasks. Spectral methods
measure the evolution of the relative phase between the two partners as an
indication of a stable time-lag between them (Oullier et al., 2008; Richardson
et al., 2007). Spectral methods also measure the overlap between the move-
ment frequencies of the partners, called cross-spectral coherence (Richardson
and Dale, 2005; Richardson et al., 2007; Delaherche and Chetouani, 2010)
or power spectrum overlap (Oullier et al., 2008).
A critical question when attempting to detect dependence relationships

between features is where the boundary between scores indicating signifi-
cant and insignificant synchrony should be. A well-spread method consists
of applying surrogate statistical testing (Richardson and Dale, 2005; Ashen-
felter et al., 2009; Sun et al., 2011; Delaherche and Chetouani, 2010). Video
images of dyadic partners are isolated and re-combined in a random order
to synthesize surrogate data (pseudo-interactions). Synchrony scores are as-
sessed using the original and surrogate datasets. The synchrony scores on
the surrogate dataset constitute a baseline for judging for the dyad’s coor-
dination. Fully automatic measures of movement synchrony are subject to
several criticisms in the context of studying naturalistic interaction data.
First, the measures provided by these methods are mostly global and do not
shed light on what happened locally during the interaction; they do not pro-
vide a local model of the communication dynamics. Second, the importance
of speech and multimodality is often concealed in these methods.

1.6.1 Machine understanding of interpersonal synchrony

Given these criticisms, many in the field adopted the alternative practice of
modeling the timing and occurrence of higher-level behavioral events such
as smiles, head gestures, gazes and speaker changes. These behavioral events
can be either extracted from a human-annotated database or predicted from
low-level signals automatically extracted from data. These methods arise
from a great interest in identifying the dynamical patterns of interaction
and characterizing recurrent interpersonal behaviors.
Machine learning methods o↵er an interesting framework for the explo-

ration of interactive behaviors. A key challenge is proposing models with
the content and temporal structure of dyadic interactions. Various sequen-
tial learning models, such as Hidden Markov Models (HMMs) or Condi-
tional Random Fields (CRFs), are usually used to characterize the temporal
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structure of social interactions. Messinger et al. employ related techniques
for the understanding of communicative development, which is character-
ized by mutual influences during interaction: infants and parents influence
and respond to one another during communication (Messinger et al., 2010).
In (Mahdhaoui and Chetouani, 2011), an integrative approach is proposed
to explicitly consider the interaction synchrony of behaviors. The model is
applied to the characterization of parent-infant interactions for di↵erential
diagnosis: autism (AD), intellectual disability (ID) and typical development
(TD). The authors estimate transitions between behaviors of the infant and
the parent by analyzing behaviors co-occurring in a 3s window.

Among interpersonal behaviors, the prediction of turn-taking and back-
channels has been largely studied in the perspective of building fluent dialog
systems. The central idea is to develop ”predictive models of communication
dynamics that integrate previous and current actions from all interlocutors
to anticipate the most likely next actions of one or all interlocutors” (Ozkan
et al., 2010). The purpose of the turn-taking prediction is to accurately
predict the timing between speaker transitions and the upcoming type of
utterance (speaker holding the floor, speaker changes) as it occurs in human-
human interactions (Ward et al., 2010). Back-channel behavior assures the
speaker that the listener is paying attention and is in the same state in the
conversation (Thorisson, 2002). Several teams have investigated how the
speaker behavior triggered listeners’ back-channels (Morency et al., 2008;
Huang et al., 2011; Gravano and Hirschberg, 2009; Al Moubayed et al.,
2009).

1.7 Conclusions and main challenges

Several questions regarding the dimension and perception of synchrony re-
main to be explored. These questions are fundamental to the development
of an automatic model to assess synchrony.

The first issue relates to the nature of synchrony: is synchrony an all-or-
none condition (synchronous vs. non-synchronous)? Is synchrony a contin-
uous or a discrete notion? Or can dyadic interaction can approach or move
away from synchrony (Harrist and Waugh, 2002)? Most current sources sug-
gest that synchrony varies over the course of interaction, being stronger at
the beginning and the ending of an exchange (Kendon, 1970) or at moments
of particular engagement (Campbell, 2009). Feldman operationalizes syn-
chrony as the degree to which the partners change their a↵ective behavior
in reference to one another and obtains a number ranging between 0 and 1
(Feldman, 2003). When addressing the matter of movement synchrony and
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its relation to perceived entitativity, Lakens observed that objective di↵er-
ences in movement rhythms were linearly related to ratings of perceived
entitativity (Lakens, 2010). A recent study showed that the perception of
coordination was more unanimous when coordination was very high or very
low. However, judges were not reliable when judging dyads with ”medium”
coordination (Delaherche and Chetouani, 2011).
The second issue relates to the multiple scales of interpersonal synchrony.

As previously described, there are evidences of interpersonal synchrony at
di↵erent levels: behavioral, neural and physiological. One of the major chal-
lenge is to propose frameworks dealing with these di↵erent levels (Kelso
et al., 2013; Chatel-Goldman et al., 2013). This will require specific tools
and protocols in order to acquire, process and model various signals. In
addition, interpersonal synchrony has been found at di↵erent timescales:
ranging from milli-seconds to minutes. Social signal processing approaches
should now deal with multi-scale situations using various sources of infor-
mation. In (Weisman et al., 2013) it is described a first approach to analyze
the e↵ect of oxytocin during parent-infant interaction. Understanding these
mechanisms will help to propose objective evaluation of interpersonal syn-
chrony and more generally be of great benefit for social signal processing in
terms of low-resolution brain scanning (Pentland et al., 2009).
The third issue is related to acquisition and annotation of databases. In-

deed, the definition of coordination is wide and di↵erent dimensions of co-
ordination can be analyzed. Several works have shown that the similarity
measures do not always predict the degree of coordination perceived by an-
notators. Which begs the question : what are the signals received by the
annotators annotate when partners are coordinated? These questions relate
to definitions and dimensions of interpersonal synchrony. In response, a col-
laboration with psychologists seems essential. The question of the corpus is
also crucial. Like in other related domains, i.e. a↵ective computing, real-life,
annotated and publicly distributed databases were a breakthrough that al-
lowed researchers to propose new relevant models (e.g. continuous models
of emotions). Indeed, define a research protocol, collect interaction data and
annotate them is a long process. In addition, these baselines would com-
pare the performance of di↵erent systems. Until (Sun et al., 2011) recent
contribution of their mimicry database, no publicly available annotated cor-
pus were dedicated to the detection of synchrony. We can hope that this
e↵ort will benefit the field, aiding engineers in their work to develop new
algorithms, skipping the data collection and annotation phases.
The fourth issue is related to machine understanding of interpersonal syn-

chrony. Most of studies investigate interpersonal synchrony through similar-
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ity measures (ranging from correlation to recurrence analysis) in relation to
variables such as pathological groups, success of interaction... Very few stud-
ies are proposing predictive approaches: evaluation against ground truth by
using traditional machine learning metrics (Petridis et al., 2013; Michelet
et al., 2012; Delaherche et al., 2013). Reasons are multiple and include obvi-
ously lack of databases. Definitions may also help to propose relevant models.
For instance, in (Delaherche et al., 2013), imitation is considered as unsuper-
vised action recognition problem, where the idea is to detect similar actions
independently on the nature of actions performed by the partner.

The last issue relates to the identification of applications. Automatic char-
acterization of interpersonal synchrony might be of great interest in psychol-
ogy. Such methods could provide automatic and objective tools to study
interactive abilities in several psychiatric conditions, such as depression and
autism. Although few studies are currently available in this specific field,
they appear to be very promising: couple therapy (Lee et al., 2011), suc-
cess in psychotherapy (Ramseyer and Tschacher, 2011), mother-infant in-
teraction (Cohn, 2010). Another great potential lies in the opportunity to
build robots or virtual agents with interactive abilities (Gratch et al., 2007;
Al Moubayed et al., 2009; Prepin and Pelachaud, 2011; Boucenna et al.,
2014).
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