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On the Interplay Between Charge-Shift Bonding and Halogen 

Bonding 

Serigne Sarr,[a] Jérôme Graton,[a] Gilles Montavon,[b] Julien Pilmé,*[c] and Nicolas Galland*[a] 

 

Abstract: The nature of halogen-bond interactions has been 

analysed from the perspective of the astatine element, which is 

potentially the strongest halogen-bond donor. Relativistic quantum 

calculations on complexes formed between halide anions and a series 

of Y3C–X (Y = F to X, X = I, At) halogen-bond donors disclosed 

unexpected trends, e.g., At3C–At revealing a weaker donating ability 

than I3C–I despite a stronger polarizability. All the observed 

peculiarities have their origin in a specific component of C–Y bonds: 

the charge-shift bonding. Descriptors of the Quantum Chemical 

Topology show that the halogen-bond strength can be quantitatively 

anticipated from the magnitude of charge-shift bonding operating in 

Y3C–X. The charge-shift mechanism weakens the ability of the 

halogen atom X to engage in halogen bonds. This outcome provides 

rationales for outlier halogen-bond complexes, which are at variance 

with the consensus that the halogen-bond strength scales with the 

polarizability of the halogen atom. 

1. Introduction 

The anisotropy of the electron density distribution in a covalently 

bonded halogen atom (X) can induce a site of attractive 

interactions with a nucleophilic region from another, or from the 

same, molecular entity. Halogen bond (XB) interactions are 

prevalent in many areas of chemistry,[1–7] demonstrating important 

applications in catalysis,[8–11] crystal engineering[12–14] and rational 

drug design.[15–18] From a fundamental point of view, it has as well 

become a topic of main interest in the computational chemistry 

community.[19–21] Politzer and co-workers showed that the 

halogen lone-pairs, perpendicular to the covalent R-X bond, form 

a belt of negative electrostatic potential, leaving on the extension 

of the R-X bond an area of positive electrostatic potential.[22] This 

electrophilic cap depicts the so-called “σ-hole”. Many correlations 

were established between the maximum value of the molecular 

electrostatic potential, Vs,max, calculated at the σ-hole and the 

stabilisation energies of the corresponding XBs.[19,23–26] Beyond 

the electrostatically-driven component, Politzer and co-workers 

invoked the need to consider a contribution of polarisation to 

describe some particular XBs, forging this way the concept of 

Coulombic σ-hole.[19,27] Some authors opposed other 

contributions, including dispersion, charge transfer (leading to 

partial covalent bond formation), and the repulsive component 

resulting from the Pauli exclusion principle.[28–37] 

The controversy remains strong, as can be noted from the 

recent literature on the emblematic case of the Y3C–I halogen-

bond donor.[38–41] While studying the XB interactions between 

Y3C–I (Y = F to I) and the Cl– and NMe3 Lewis bases, Huber and 

co-workers highlighted unexpected trends regarding the 

interaction strengths.[38] Going down along the halogen column, 

the Y substituent becomes more polarisable but less 

electronegative, it exerts a weaker electron-withdrawing power at 

the iodine atom, lowering the electrophilic character at the σ-hole 

of this latter. The Vs,max(I) descriptor became indeed smoothly less 

positive, but the XB strength conversely increased in the order 

Y = F < Cl < Br < I. The authors concluded for a contradiction to 

“the general consensus that more electronegative (carbon-based) 

groups R, bound to the electrophilic halogen atom X, will lead to 

more stable complexes of R–X with Lewis bases.” In their 

subsequent investigations based on different schemes of energy 

decomposition analysis,[39,40] Huber and co-workers argued that 

the charge transfer, acting against the Pauli repulsion, drives the 

evolution of the interaction energies in Y3C–I···Z– (Y = F to I, Z = F 

to Br) systems. This conclusion was soon challenged, from a 

physical perspective, by Clark et al.[41] They extended the study 

to Z = F to I, and demonstrated that the Coulombic σ-hole concept 

completely explains the formation of Y3C–I···Z– complexes. Using 

a distant unit point charge (PC) to approximate the polarising 

effect of the halide anion Z–, the computed most positive 

electrostatic potential at the iodine’s σ-hole, Vs,max(PC), was found 

to nicely correlate with XB interaction energies. 

A natural extension of these recent works is to consider the 

case where the XB-donor atom, iodine, is substituted by astatine 

(At). Indeed, astatine is to date the heaviest halogen element and 

the most polarisable one.[42] It is therefore appealing to probe the 

XB interaction in Y3C–X···Z– systems from the perspective of the 

most potent XB-donor element. Astatine (Z = 85) is a 

radioelement whose second long-lived isotope, At-211, has been 

recently identified as being of high potential interest for nuclear 

medicine applications.[43] Some of us reported recently the very 

first experimental investigation of XBs mediated by astatine.[44] 

Since no conventional spectroscopic tools can be used, the 

conclusions were notably supported by quantum mechanical 

calculations. Astatine being a heavy element, relativistic 

treatments must be used and include a priori both spin-
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independent (scalar) and spin-dependent effects. The relativistic 

effects can be sizeable on the ability of astatine to form XBs, 

modifying by several tens of percent the interaction energies.[26,45] 

Scalar-relativistic (sr) effects are associated with the mass-

increase of core electrons resulting essentially from their high 

speed. The main spin-dependent effect, arising from the 

interaction of the electron spin with magnetic fields generated by 

other charged particles in relative motion, is the spin-orbit 

coupling (SOC). We have recently shown that the influence of 

SOC can be used as a powerful tool to probe the mechanism of 

XB interactions.[46] By “turning on” or “off” this relativistic effect in 

the quantum calculations, we disclosed a connection between the 

astatine propensity to form charge-shift bonds and the strength of 

the XBs in AtX···NH3 (X = F to At) complexes. Following this 

strategy, we propose in this work to investigate the nature of the 

interaction in Y3C–X···Z– (Y = F to At, Z = Cl, I, At) systems with 

X = At, and some with X = I for comparison purpose. 

2. Results and Discussion 

2.1. When astatine does not follow trends 

Scalar-relativistic results and benchmarking. As mentioned 

above, the Y3C–I···Z– systems with Y and Z = F to I have been 

thoroughly studied in the literature,[38–41] and our objective is to 

extend these investigations to the astatine systems. However, it 

is worth noticing that the reported interaction energies for the 

Y3C–I···Z– systems show large disparities. For instance, the 

interaction energy in the case of I3C–I···Cl– ranges from -183.7 

kJ/mol at the PBE/TZ2P level of theory,[38] to -131.4 kJ/mol at the 

MP2/aug-cc-pVTZ level of theory.[41] Thus, it seems necessary to 

establish first quality benchmark data for such systems (see the 

Computational section for the description of the methodology and 

acronyms). 

The geometries of the Y3C–X···Z– systems with Y = F to At, 

X = I, At, and Z = Cl, I, At have therefore been optimized at the 

counterpoise corrected (CP) sr-CCSD/AVTZ level of theory, 

providing accurate XB interaction distances (dX···Z values 

gathered in Table S1 in Supporting Information, SI). These 

geometries were used to compute interaction energies using the 

“gold standard” CCSD(T) method at the complete basis set limit 

(see ∆ECP values in Table S1). These data can be used to check 

the accuracy of the selected DFT functionals and atomic basis 

sets for this work. Our B3LYP/AVTZ and PW6B95/AVTZ results 

obtained at the same relativistic level are presented in Table S1. 

The sr-B3LYP/AVTZ calculations yield results in excellent 

agreement, with a mean signed error (MSE) of -1.0 kJ/mol and a 

mean absolute error (MAE) of 2.3 kJ/mol (2.0%) with respect to 

the computed sr-CCSD(T)/CBS interaction energies. The 

interaction distances are slightly shorter than the CP sr-

CCSD/AVTZ calculated ones, with the MSE and MAE values of -

0.037 Å and 0.037 Å (1.2%), respectively. Very close results are 

obtained at the sr-PW6B95/AVTZ level of theory, but with slightly 

higher MSE and MAE values (for example, the MAE values are 

2.8% and 2.3% for the interaction energies and distances, 

respectively). Hence, the two selected levels of theory are well 

suited to study the Y3C–X···Z– systems with Y = F – At, X = I, At, 

and Z = Cl, I, At. Solely the B3LYP/AVTZ results will be 

commented hereinafter, but identical trends are observed with the 

PW6B95 DFT functional. 

All the studied Y3C–X···Z– systems exhibit a C3v symmetry, 

i.e., the C, X and Z atoms are perfectly aligned, and the 

corresponding dX···Z distances are, at least, shorter than the sum 

of the van der Waals radii for neutral X and Z atoms.[47] These 

geometrical characteristics are attributes of XB complexes. The 

evolutions of the interaction strengths (∆ECP) as a function of the 

halogen substituent Y are presented in Figure 1. We note that, for 

given Lewis base Z– and substituent Y, the interaction in Y3C–

X···Z– systems is stronger when the XB is mediated by astatine 

than by iodine. This result corroborates the calculated greater 

lengthening of the C–X bond upon complexation when the At 

atom is the XB donor (∆dC–X values in Table S1). Indeed, we can 

anticipate a weakening of the C–X bond when the XB is 

strengthened, leading to a greater lengthening of the 

corresponding distance. For instance, the interaction energy and 

C–X bond lengthening for the F3C–At···Cl– system are -119.3 

kJ/mol and +0.080 Å, while those for F3C–I···Cl– are -99.4 kJ/mol 

and +0.063 Å. Huber and co-workers,[38,40] as well as Clark et 

al.,[41] have previously shown that the interaction strength of the I-

mediated XB increases monotonously from Y = F to I in the Y3C–

I···Z– (Y, Z = F, Cl, Br and I) systems. Our calculated interaction 

energies are in line with this trend for iodine (Figure 1), but an 

original behaviour is observed with astatine in the Y3C–At···Z– 

systems. Even if the interaction is still strengthened from Y = F to 

I, it is unexpectedly weakened when Y = At. For instance, the 

interaction energy in the Y3C–At···Cl– systems ranges from -119.3 

kJ/mol (Y = F) to -149.8 kJ/mol (Y = I) and then decreases to -

145.3 kJ/mol (Y = At). This surprising behaviour is even confirmed 

with the iodide (Figure 1) and astatide anions as acceptors. The 

evolution of the interaction energy is supported by those of the 

X···Z– interaction distance and of the C–X bond lengthening 

(Table S1). For example, the dX···Z distance is monotonously 

shortened in Y3C–At···Cl– systems from 2.853 Å to 2.736 Å when 

Y = F to I, and is finally lengthened to 2.742 Å with Y = At. 

 

Figure 1. Evolution of the halogen-bond interaction energy computed for Y3C–

X···Z– systems (Z = Cl, I), at the sr-B3LYP/AVTZ level of theory. 
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Table 1. 2c-B3LYP/AVTZ counterpoise-corrected interaction energy of the 

Y3C–I···Z– systems (kJ/mol). 

 
Cl– I– At– 

∆ECP ∆SO[a] ∆ECP ∆SO[a] ∆ECP ∆SO[a] 

F3C–At -122.2 -2.9 -94.0 -1.0 -91.7 -0.9 

Cl3C–At -142.9 -1.9 -113.9 1.0 -113.9 -0.1 

Br3C–At -147.9 -2.2 -118.7 1.1 -119.8 -0.7 

I3C–At -150.2 -0.4 -121.4 3.6 -124.3 0.6 

At3C–At -130.2 15.1 -102.2 18.8 -105.3 15.8 

F3C–I -99.8 -0.4 -74.8 -0.1 – – 

Cl3C–I -121.4 -0.4 -96.2 -0.1 – – 

Br3C–I -125.3 -0.1 -100.4 0.2 – – 

I3C–I -126.9 2.4 -102.6 3.5 -112.4 -5.8 

[a] The spin-orbit effect (∆SO) is defined as the difference between the 

results of 2c- and sr-B3LYP/AVTZ calculations. 

Two-component relativistic results. When they involve heavy 

elements such as astatine, the systems discussed above are 

affected by relativistic effects, which have been taken into account 

through scalar-relativistic (sr) calculations. Nevertheless, many 

studies have demonstrated that the quantum calculations should 

also include the relativistic spin-orbit interaction for At-containing 

compounds.[42,44,48–53] For instance, the interaction energy of At-

mediated XBs can be affected by SOC effects up to 35%.[26,45,46] 

Hence, all these systems have been additionally investigated 

through two-component (2c) relativistic calculations. The 

energetic results are gathered in Table 1, and the corresponding 

structural data are reported in SI, Table S3. The spin-orbit 

coupling effect (∆SO) is estimated through the difference between 

2c-B3LYP/AVTZ and sr-B3LYP/AVTZ results. 

In the iodine series, i.e., the Y3C–I···Z– systems, SOC effects 

are almost negligible on the interaction energies and geometric 

parameters. Nevertheless, the SOC is found for I3C–I to markedly 

affect the halogen-bond interaction: ∆ECP becomes more negative 

by 1.9% and 3.2% for Z = Cl and I, respectively, and less negative 

by 5.4% for Z = At. For a given Y3C–I monomer, a systematic and 

significant weakening of the interaction energies is found from Cl– 

to I– as Lewis base. Conversely, a strengthening can be observed 

with At–: the interaction energies obtained for I3C–I···At– and I3C–

I···I– are -112.4 and -102.6 kJ/mol, respectively. 

Focusing on the astatine series, i.e., the Y3C–At···Z– systems, 

a systematic lengthening of the XB interaction distances appears 

upon SOC effects (Table S3). For a given Lewis base, the 

lengthening increases from Y = F to At. This regular trend is 

actually not reproduced on the energy scale, since SOC effects 

can lead to either an increase or a decrease of the interaction 

energies. In the case of At3C–At as XB donor, there is a 

systematic and strong lessening of the interaction energies, at 

least by 15.1 kJ/mol with chloride Lewis base and on average by 

13% (whatever the Z– anion under study). As displayed in SI on 

Figure  

Table 2. Average interaction distances and dissociation energies for some 

Y3C–X···Z– systems, and bond lengths and dissociation energies for XZ 

molecules, obtained from 2c-B3LYP calculations with a triple zeta basis set. 

 
Y3C–X···Z– X–Z 

< dX···Z > < De >[a] dX–Z De 

X = I, Z = Cl 2.75 118 2.36[b] 192[b] 

X = I, Z = I 3.15 94 2.73[c] 122[c] 

X = At, Z = Cl 2.86 139 2.52[c] – 

X = At, Z = I 3.20 110 2.88[c] – 

X = At, Z = At 3.33 111 3.05[c] 63[c] 

[a] De = |∆ECP| for the Y3C–X···Z– systems. [b] Values from Ref. [54]. [c] 

Values from Refs. [55,56]. 

S1, the SOC effects are so important that At3C–At, which was a 

similar XB donor than Br3C–At at the scalar-relativistic level, 

becomes competed by F3C–At at the 2c-relativistic level of theory. 

This finding supports the scalar-relativistic results discussed 

above: while the XB interaction strength increases from Y = F to 

I, it drops with Y = At (Table 1). Hence, the strengthening of the 

interaction when Y goes down along the halogen column, 

previously shown by Clark et al. and Huber and co-workers for the 

Y3C–I···Z– systems,[38,40,41] is not generalizable. 

Astatinated compounds question another well-established 

trend in the field of halogen bonding. In general, the polarizability 

increase of the halogen element, acting as XB donor, leads to an 

increase of the XB strength.[7] Despite astatine is known to have 

a higher polarizability than iodine,[42] At3C–At exhibits in some 

cases weaker XB energies than its lighter homologue I3C–I. 

Indeed, if the stabilization of the At3C–At···Cl– complex is higher 

than the I3C–I···Cl– structure by 3.3 kJ/mol, the interaction 

energies with iodide are similar for At3C–At and I3C–I, and most 

importantly the At3C–At···At– system is a weaker XB complex than 

I3C–I···At– by 7.1 kJ/mol (Table 1). This inversion between the 

ability of At3C–At and I3C–I to engage in XB interactions when the 

halide anion is changed, from Cl– to I– and finally to At–, is also 

confirmed by the 2c-PW6B95/AVTZ results gathered in SI, Table 

S4. This behaviour, only disclosed with SOC, strongly points out 

the requirement to include in quantum mechanics calculations the 

spin-dependent relativistic effects for an accurate description of 

At-containing systems. 

An additional point questioned by our 2c-relativistic results is 

related to the nature itself of the XB interaction in the Y3C–X···Z– 

(Y = F to At, X = I, At and Z = Cl, I, At) systems. Indeed, it appears 

at first that the dX···Z interaction distances and the bond lengths 

reported for the X–Z dihalogen molecules,[54–56] as well as their 

respective dissociation energies, are unexpectedly not so 

different. These data, gathered in Table 2, show for instance that 

the average dAt···At distance in Y3C–At···At– systems is only 9% 

longer than the bond length calculated in diastatine (at the same 

level of theory), the dI···I distance in Y3C–I···I– systems being also 

only 16% longer than the bond length in diiodine. In addition, their 

dissociation energies are of the same order of magnitude: 

De(Y3C–I···I–) is about 76% of De(I2). The average dissociation 
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energy for the Y3C–At···At– systems is even significantly larger 

than the dissociation energy of At2, at the same level of theory. 

These outcomes are evidences of non-classical XBs, which 

cannot be regarded as non-bonding, non-covalent, or weak 

interactions. 

2.2. Relationship with charge-shift bonding 

Assessment of the Vs,max(PC) descriptor. Since the seminal 

study of Huber et al.,[38] it is well established that the Vs,max value 

at the iodine’s σ-hole is not suitable to explain the evolution of the 

interaction energies in Y3C–I···Z– series. This finding is confirmed 

for the astatinated homologues. Indeed, the Vs,max value at the 

astatine’s σ-hole in Y3C–At donors decreases from Y = F to At 

(Table S5 in SI), despite the enhancement of the XB strength at 

least from Y = F to I (cf. ∆ECP values in Table 1). To date, the 

Vs,max(PC) descriptor recently introduced by Clark et al. 

represents the best explicative parameter of the XB magnitude in 

Y3C–I···Z– systems.[41] Vs,max(PC) is the perturbed value of Vs,max, 

calculated for the ground‐state XB donor, in presence of a unit 

negative point charge (PC) at the location of Z in the complex. 

Clark et al. found a very good correlation with the interaction 

energies in Y3C–I···Z– systems with Z = F to I. The coefficient of 

determination r2 is of 0.994 for a data set of 16 points, even if 

these authors noticed that the interaction energies computed for 

the iodide Lewis base slightly deviate from the correlation, 

showing a somewhat family dependency. 

This analysis has been extended to the case of Y3C–At 

donors, with Z = Cl, I and At, representing a set of 15 couples of 

Vs,max(PC) and ∆ECP values computed at the 2c-B3LYP/AVTZ 

level of theory. These data exhibit a true correlation, with an 

associated coefficient of determination r2 of 0.859 (Figure S2 in 

SI), but significantly deteriorated with respect to that obtained by 

Clark et al. for a data set dominated by light-halide Lewis bases. 

It is obvious from Figure 2 that family-dependent relationships 

appear when the different Lewis bases (Cl–, I– and At–) are 

distinguished. Improved individual correlations between the 

interaction energy and Vs,max(PC) have been found for the Y3C–At  

 

Figure 2. Relationships between the interaction energies in Y3C–At···Z– and the 

Vs,max(PC) values computed for astatine in Y3C–At at the 2c-B3LYP/AVTZ level 

of theory. The coefficient of determination is shown for each Z– Lewis base. 

donors interacting with chloride (r2 = 0.889), iodide (r2 = 0.973) 

and astatide (r2 = 0.913). Hence, Vs,max(PC) still appears as a 

pertinent descriptor of the XB strength in Y3C–X···Z– systems, 

provided that X and Z are fixed. 

According to Clark et al.,[41] the Vs,max(PC) represents the 

maximum value of the polarised molecular electrostatic potential 

at the X σ-hole in the Y3C–X monomer, the polarisation being due 

to the negative point charge that mimics the halide anion. Hence, 

in their interpretation of the Coulombic σ-hole, Vs,max(PC) 

accounts for the electrostatics with polarisation approximately 

included, and this provides a satisfactory, physically-based 

explanation of the interaction in Y3C–X···Z– systems. Note 

nevertheless that the polarizability being a tensor property, the 

point charge cannot obviously account for the complete 

polarisation due to the electric field generated by the halide anion. 

Furthermore, a deeper analysis of our data suggests that other 

mechanisms may contribute to the stability of these systems. 

Indeed, focusing at the Y3C–At donors and replacing Y = I by 

more polarisable At atoms, we would anticipate an increase of the 

Y3C–At polarizability, and of its XB-donating ability according to 

Clark et al. conjecture.[41] Nevertheless, I3C–At leads 

systematically to stronger interactions than At3C–At (cf. ∆ECP 

values in Table 1). In the same vein, At3C–At would be a more 

potent XB donor than I3C–I according to Clark et al. This 

assumption is at odds with our results. It was also demonstrated 

elsewhere that At2 is a weaker XB donor than I2.[26,46] The good 

correlation between the interaction energies and computed 

Vs,max(PC) values leads us to consider that Vs,max(PC) 

encompasses additional physics to the simulated polarisation due 

to the halide Lewis base. 

Insight from the perturbed electron density. Indices of a 

specific component were obtained by analysing the changes, 

upon introduction of the point charge at the Z– position, on the 

electron density of unperturbed Y3C–X. Such analysis was 

performed as well by Clark et al.,[41] but our attention is hereafter 

focused at the characteristics of the XB-donor atom (X). Figure 3 

shows the electron density modifications for I3C–At and At3C–At 

when the unit negative charge was placed at the position of the 

chloride anion in the Y3C–At···Cl– complexes. Obviously, a large 

loss of electron density is induced in the region of astatine’s σ 

lone-pair, which is close and points to the unit negative charge. 

The resulting electronic redistribution, at short-distance, is mainly  

 

Figure 3. Modifications of the 2c-B3LYP/AVTZ calculated electron density for 

I3C–At (left) and At3C–At (right) upon introduction of a unit negative charge at 

the position of the chloride anion in the respective complexes. The surfaces 

(isovalue = 0.0011 a.u.) in red colour show the areas with a significant increase 

of electron density and in blue colour the areas with a significant decrease. A 

spacing of 0.0001 a.u. is used for the contour plots. 
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Figure 4. Cross-section of ELF localisation domains for the At3C–At···Cl– 

complex (isosurface = 0.786, the At atom in front of the plane was removed) 

and respective electron populations at the 2c-B3LYP/AVTZ level of theory. 

Colour code: magenta for core basins, red for valence non-bonding basins and 

green for bonding basins. 

towards a physical space that surrounds the astatine atom as a 

ring perpendicular to the C–At bond (represented in its entirety for 

I3C–At on Figure S3 in SI). It can be identified to the classical belt 

of negative electrostatic potential, associated to the π lone-pairs 

of the XB donor. This mechanism of electronic redistribution, from 

the σ to the π system representing the lone-pairs of the XB-donor 

atom, is also illustrated for F3C–At and I3C–I on Figure S4 in SI. 

Moreover, such mechanism is fully in line with the lone-pair bond-

weakening effect (LPBWE), which was first discussed in the 80s 

by R. T. Sanderson.[57] The LPBWE is associated to three-

electron repulsions between the bonding electrons and the lone-

pairs, adjacent to the bond, which have the same symmetry as 

the bond (here σ). This repulsive interaction weakens the spin-

pairing bonding, hence bond stabilisation is achieved by moving 

the electron-pair density away from the σ system.[58] The unit 

negative charge can be viewed here as approximately simulating 

a bonding electron, provided by the Lewis base to the XB 

interaction, which interacts with the σ lone-pair, leading to LPBWE 

and a distinct contribution to the calculation of Vs,max(PC). 

The LPBWE does not preclude the formation of bonds and 

can be offset by adjusting the electron-pair density, giving rise to 

charge-shift (CS) bonding.[58] CS bonds form a class of bonds that 

emerged recently alongside the two traditional covalent and ionic 

bond families.[59,60] CS bonding consists in a large and dynamic 

fluctuations of the bonding electron-pair, resulting in an important 

resonance energy between the covalent and ionic structures  

(–A|  B+ ↔ A–B ↔ +A  |B–). Electronegative and/or lone-pair-rich 

elements such as halogens are prone to form CS bonds, and it 

appears from the previous discussion that Vs,max(PC) accounts for 

the ability of the XB-donor atom to bind through CS bonding. 

Topological analyses of the XB complexes. Further indices of 

a CS-bonding component to the XB interaction in Y3C–X···Z– 

systems are provided by the Quantum Chemical Topology. It 

gathers different methods that use rigorous mathematical 

formalisms to establish bridges between the modern quantum 

mechanical wave functions and the traditional chemical concepts. 

In general, these methods divide the 3D physical space into 

electronic volumes or basins endowed with chemical meaning. 

For example, the topological analysis of the Electron Localisation 

Function (ELF) associates the electron density to core basins 

around nuclei A, labelled C(A), and valence basins.[61] These can 

be either non-bonding basins, corresponding to lone-pairs of a A 

atom and labelled V(A), or bonding basins, characterizing the 

covalent character of bonds between two A atoms and labelled 

V(A1, A2). 

Figure 4 displays the ELF localisation domains determined 

for At3C–At···Cl– and the electron populations of the ELF basins. 

Note that the core-basin populations are close to 18 core 

electrons for the At atoms (60 core electrons being implicitly 

treated via a pseudo-potential), to 10 core electrons for the Cl 

atom, and to 2 core electrons for the C atom. The V(At, C) bonding 

basins reveal populations below the characteristic value of two 

electrons, corresponding to the case of the ideal covalent bond in 

Lewis theory. Connections between CS bonding and halogen 

bonding in At3C–At···Cl– become clear (i) when focusing at the 

lone-pairs of the XB-donor atom, described by the non-bonding 

V(At) basin, and (ii) by using as a tool the SOC to probe the XB 

interaction. At the 2c-B3LYP/AVTZ level of theory, the V(At) 

population exceeds the three lone-pairs expected in Lewis theory 

for a monovalent halogen atom. The total electron population is 

of 6.77, with a π contribution of 3.71 electrons (i.e., the electron 

density described by p orbitals perpendicular to the C–At bond). 

Interestingly, the comparison with the results from sr-calculations 

indicates that the π population of V(At) is increased with SOC by 

0.50 electron at the expense of the σ one. It appears a strong 

similarity between this SOC-induced electron redistribution in the 

complex and the electron redistribution previously described 

when a unit negative charge is placed away from the XB donor. 

Hence, SOC balances the LPBWE by adjusting σ and π densities 

in the lone-pair region, which is a manifestation of CS bonding. 

This outcome is consistent with previous results indicating that  

Table 3. Selected QTAIM descriptors (in a.u.) obtained at the 2c-

B3LYP/AVTZ level of theory for the XB interaction in Y3C–At···Cl– systems. 

 
integrated at the BCP of the XB interaction 

q(Cl)[b] δ(At, Cl)[c] ρb
[d] 2ρb

[e] |Vb|/Gb
[f] 

Y = F -0.77 0.56 0.039 0.075 1.20 

∆SO[a] -0.01 -0.02 -0.005 0.001 -0.02 

Y = Cl -0.72 0.62 0.045 0.080 1.25 

∆SO[a] -0.01 -0.03 -0.003 0.001 -0.03 

Y = Br -0.71 0.64 0.047 0.081 1.27 

∆SO[a] -0.01 -0.05 -0.002 0.001 -0.03 

Y = I -0.69 0.65 0.047 0.082 1.27 

∆SO[a] -0.03 -0.06 -0.002 0.001 -0.04 

Y = At -0.74 0.61 0.044 0.080 1.25 

∆SO[a] -0.07 -0.09 -0.005 0.001 -0.05 

[a] The spin-orbit effect is defined as the difference between the results of 

2c- and sr-B3LYP/AVTZ calculations. [b] Atomic charge. [c] Delocalisation 

index. [d] Electron density. [e] Laplacian of the electron density. [f] Ratio 

between the potential energy density and the (positive definite) kinetic 

energy density. 
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SOC enhances the ability of astatine to form CS bonds.[46,56,62] 

The contribution of CS bonding to XB interactions in Y3C–

At···Cl– is also witnessed by different descriptors of the Quantum 

Theory of Atoms In Molecules (QTAIM). QTAIM is the theoretical 

framework for studying the topology of the total electron density, 

ρ(r), and provides a route to analyse, evaluate and classify the 

nature of chemical bonds and interactions.[63] QTAIM basins are 

atomic and topological atoms can be defined as the union of a 

nucleus and of its atomic basin. Table 3 reports the computed 

charge of the chloride anion, from which it is easy to estimate a 

significant charge transfer from the halide anion to Y3C–At, 

ranging between 0.23 and 0.31 electrons. In the context of 

halogen bonding, charge transfer is associated to a covalent 

component. Because (i) the SOC enhances the propensity of 

astatine to form CS bonds,[46,56] and (ii) the CS mechanism tends 

to weaken covalency (via large and dynamic ionic-covalent 

mixing),[58–60] the SOC lowers by 8% on average the charge 

transfer (cf. negative ∆SO values for q(Cl) in Table 3). 

In the same vein, we scrutinized the SOC effect on a QTAIM 

descriptor computed at the bond critical point (BCP, the point of 

minimum electron density on the bond path) of the XBs. The ratio 

between the potential (V) and positive definite kinetic (G) energy 

densities at the BCP, |Vb|/Gb, reflects the covalency magnitude 

within the interaction.[63,64] Note that Gb is obtained here from a 

fictitious Kohn-Sham system of non-interacting electrons. The 

results presented in Table 3 show that all XB interactions in Y3C–

At···Cl– systems satisfy |Vb|/Gb > 1, indicating a covalent 

component (the potential energy density dominates and electrons 

are stabilized at the BCP). SOC systematically lessens the |Vb|/Gb 

ratio (cf. negative ∆SO values), i.e., the covalency, due to the 

increased CS character. 

The most impressive characteristic is the high value of the 

delocalisation index between At and Cl atoms, δ(At, Cl) ranging 

from 0.56 to 0.65 (Table 3). Considered as a measure of the 

sharing of electron-pairs between atoms,[63,65] δ is found in the 

literature to have a value approaching to zero for the so-called 

non-bonding or weak interactions, meanwhile it shows values 

approaching to the formal bond order for covalent and CS 

bonds.[66] For instance, these δ values significantly differ from 

those obtained from crystal structures of exceptionally short O···F 

XBs, between 0.02 and 0.05,[67] and those corresponding to 

characteristic XB interactions in complexes between diiodine and 

substituted pyridines, between 0.27 and 0.41;[68] all these values 

being obtained at an analogous level of theory (B3LYP/6-311G**). 

Consequently, such δ(At, Cl) values in Y3C–At···Cl– systems 

indicate an important degree of exchanged electrons between At 

and Cl atoms, associated to a covalent and/or CS component. 

Note that the same trends can also be drawn from the QTAIM 

descriptors either obtained from PW6B95/AVTZ calculations 

(Table S6 in SI) or calculated on the Y3C–I···Cl– systems (Table 

S7 in SI). 

2.3. Rationales from the XB donor’s properties 

Electron density distribution at the XB-donor atom. The 

Vs,max(PC) descriptor, introduced by Clark et al.,[41] have 

demonstrated a two folded interest. It accurately reproduces the 

evolution of the interaction energy in Y3C–X···Z– systems, 

provided that X and Z are fixed, and, it provides a route to disclose 

the main components, including CS bonding, of the 

corresponding XB interactions. However, it is not possible to 

anticipate the interaction strength without having previously 

studied the XB complex: the computation of Vs,max(PC) requires to 

formerly determine the structure of the complex (i.e., its stability). 

We have investigated the possibility that, from the quantum 

chemical topology analysis of the Y3C–X donors, some 

descriptors (i) can be appropriate to predict the interaction 

strength in the corresponding complexes with halide anions, and, 

at the same time (ii) bring some insight on the nature of the formed 

XBs. In the coming analysis, the following considerations will be 

relevant: 

 In the H3C–Y species, the C–Y bond was previously 

described in the literature as a CS bond if Y = F or At,[56,59] while 

for Y = Cl, the C–Cl bond is depicted as a borderline case 

between the traditional polar covalent bond and the charge-shift 

bond.[69] 

 The weakest XB donor in the Y3C–I series presents three 

C–F bonds, and the following one three C–Cl bonds. The analogy 

is more striking regarding the Y3C–At donors, since the weakest 

ones exhibit C–Y bonds with Y = F and At, and then follows Y = Cl 

(cf. ∆ECP values in Table 1). 

Since the Vs,max(PC) descriptor has led to family-dependent 

relationships, we focused first on establishing, for a given series  

 

Figure 5. Correlations between the interaction energy in Y3C–X···Cl– and the 

QTAIM charge computed for X in isolated XB donors at the 2c-B3LYP/AVTZ 

level of theory. Top: distinct relationships corresponding either to X = I or X = At; 

bottom: merged data for X = I and X = At. 
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Table 4. Selected QTAIM descriptors (in u.a.) obtained at the 2c-B3LYP/AVTZ level of theory for the Y3C–X donors. 

 
q(C)[a] q(Y)[a] q(X)[a] 

C–Y bonds C–X bond 

δ[b] ρb
[c] 2ρb

[d] |Vb|/Gb
[e] δ[b] ρb

[c] 2ρb
[d] |Vb|/Gb

[e] 

F3C–At 1.74 -0.65 0.21 0.68 0.289 -0.303 2.21 0.84 0.098 0.027 1.85 

Cl3C–At 0.17 -0.14 0.25 1.09 0.192 -0.243 2.90 0.84 0.087 0.037 1.76 

Br3C–At -0.25 0.00 0.25 1.10 0.149 -0.104 2.48 0.87 0.087 0.042 1.74 

I3C–At -0.88 0.21 0.26 1.08 0.111 -0.016 2.09 0.91 0.086 0.044 1.72 

At3C–At -0.90 0.22 0.22 0.98 0.088 0.044 1.72 0.98 0.088 0.044 1.72 

F3C–I 1.79 -0.65 0.16 0.68 0.293 -0.346 2.24 0.93 0.120 -0.041 2.21 

Cl3C–I 0.17 -0.12 0.19 1.08 0.193 -0.242 2.90 0.98 0.111 -0.023 2.13 

Br3C–I -0.24 0.01 0.21 1.09 0.149 -0.104 2.48 1.02 0.112 -0.019 2.11 

I3C–I -0.87 0.22 0.22 1.08 0.111 -0.016 2.09 1.08 0.111 -0.016 2.09 

[a] Atomic charge. [b] Delocalisation index. [c] Electron density. [d] Laplacian of the electron density. [e] Ratio between the potential energy density and the 

(positive definite) kinetic energy density. 

 

of XB donors (X = I or X = At), distinct relationships corresponding 

to the different halides (Z = Cl, I and At). It was done separately 

at the two relativistic levels (sr and 2c), leading for instance to a 

total of six distinct relationships for the astatine series. Based on 

the QTAIM analysis of the Y3C–X electron densities, we 

attempted to correlate atomic charges with the interaction 

energies in Y3C–X···Z– systems. The computed atomic charges 

at the 2c-B3LYP/AVTZ level of theory are gathered in Table 4, 

while examples of correlation are displayed on Figure 5. 

Striking good correlations were obtained when considering 

the q(X) charge. From the six distinct relationships associated to 

the astatine series (three possible Z– halides, two different 

relativistic levels), the average coefficient of determination is 

0.957 (individual r2 values are gathered in Table S10 of SI). In 

addition, the corresponding average coefficient of determination 

for the iodine series is 0.934. It is noticeable that the q(X) value in 

a given series (X = I or X = At) does not evolve according to the 

electron-withdrawing power of the Y atoms. While the q(Y) charge 

decreases with the increased electronegativity of Y, and the q(C) 

charge increases accordingly, q(X) decreases for instance in 

Y3C–I from +0.22 electrons when Y = I to +0.16 electrons when 

Y = F. In fact, q(Y) and q(C) exhibit weak correlations with the XB 

interaction energy. The outstanding correlation between the q(X) 

charge and the interaction energy is definitely not related to Y’s 

electron-withdrawing power. 

It is worth noting that the QTAIM charges take into account 

the anisotropy of the electron distribution in the atomic basins, 

these latter being obviously not spherical. Furthermore, strong 

relationships exist between the full set of q(X) charges computed 

for the Y3C–X (X = I and At) donors and the strength of the XB 

interactions with a given halide anion. As shown on Figure 5, the 

interaction energies in Y3C–X···Cl– complexes correlate with q(X) 

charges computed on the isolated donors with r2 = 0.965. The 

corresponding coefficient of determination for the XB complexes 

with iodide anion is 0.950 (Figure S5 in SI.). 

Influence of vicinal CS bonds. Having unveiled a genuine 

descriptor of the XB-donor atom that enables anticipating the 

interaction strength in the Y3C–X···Z– systems, we continue our 

investigations to identify the factors affecting q(X) when Y is 

changed in the Y3C–X donors. q(Y) being put aside, we 

investigate some ELF descriptors related to Y and in particular the 

valence bonding basins of C–Y bonds. As earlier mentioned, a 

bonding basin in ELF topology characterizes the bond covalent 

character. A deviation of its electron population from the two 

electrons expected for the ideal single covalent bond in Lewis 

theory, would indirectly points out other contributions, e.g., ionic 

and/or CS bonding. 

In the astatine series (X = At), Table 5 reports for V(C, Y) 

electron populations of 1.12 and 1.47 for Y = F and At, 

respectively. This most likely indicates, in addition to covalency, a 

significant ionic or/and CS contribution. Note that the electron 

fluctuation from these V(C, F) and V(C, At) basins through the 

whole molecule, quantified by the variance σ2 (Table 5), is 

particularly large. It represents 70% and 65% of the electron 

population of these basins, respectively. In the framework of ELF 

topological analyses, the population and its variance for bonding-

basins are considered to provide a measure of electron 

delocalisation (for compounds with highly delocalised π systems 

such as benzene, the relative variance for the bonding basins is 

about 50% or less).[70] It is also stated that a large variance in 

addition to a depleted basin population is the signature of a 

significant CS bonding character,[58,60] since “covalent-ionic 

mixing is associated with fluctuation of the electron-pair from the 

average electron population”.[71] 

It is remarkable that the weakest XB donors exhibit the most 

depleted V(C, Y) basins. In fact, it exists a true correlation 

between the electron population of V(C, Y) and the XB interaction 

energies. From the six distinct relationships associated to the 

astatine series (three possible Z– halides, two different relativistic 

levels), the average coefficient of determination is 0.894 (cf. Table  
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Table 5. ELF electron population analysis of Y3C–X donors obtained at the 

2c-B3LYP/AVTZ level of theory. 

 
C(X)[a] V(X)[a] 

V(C, X) V(C, Y) 

pop[a] σ2[b] pop[a] σ2[b] 

F3C–At 17.50 6.95 1.76 1.04 1.12 0.78 

Cl3C–At 17.50 6.95 1.68 1.00 1.52 0.96 

Br3C–At 17.50 6.95 1.67 1.00 1.53 0.97 

I3C–At 17.50 6.95 1.58 0.98 1.60 1.00 

At3C–At 17.50 6.96 1.47 0.95 1.47 0.95 

F3C–I 17.72 6.66 1.79 1.02 1.13 0.79 

Cl3C–I 17.72 6.65 1.70 1.01 1.53 0.96 

Br3C–I 17.72 6.63 1.70 1.01 1.56 0.97 

I3C–I 17.72 6.61 1.61 1.00 1.61 1.00 

[a] Electron population in a.u. [b] Variance of the electron population in a.u. 

S10 for individual r2 values). The hypothesis that the gradual 

deviation of these basin populations to two electrons is due to an 

increasing CS character is supported by the similar value of the 

average coefficient of determination, 0.885, obtained when 

correlating the variance of these basins with the six sets of 

interaction energies. The evolution of the interaction strength in 

Y3C–At···Z– complexes appears therefore related to the CS 

contribution in C–Y bonds. 

Since the CS mechanism is non-local in nature (“resonance 

fluctuation” of the electron-pair between physical-space domains 

attached to the bonded atoms), one should consider its possible 

extension to the vicinal C–X bond. Indeed, the C–X bonds exhibit 

significant fluctuations of the electron population associated to 

their ELF bonding basins, as witnessed by the σ2 values reported 

in Table 5 (about one electron). Furthermore, we have obtained a 

significantly improved, average coefficient of determination of 

0.914 from the six possible linear regressions, in the astatine 

series, between the summed variances of all bonding basins and 

the XB interaction energies in Y3C–At···Z– complexes (cf. Table 

S10 for individual r2 values). This outcome is strengthened when 

considering the corresponding average coefficient of 

determination obtained for the iodine series (X = I): 0.995. Hence, 

the CS mechanism acting in C–Y bonds seems to spread through 

the C–X bond, affecting the electron density distribution at the X 

atom so as to rule its ability to engage in XBs. In summary, the 

disclosed relationships provide a qualitative and quantitative 

understanding of the factor, i.e., the magnitude of the CS bonding 

acting in the whole XB donor, that drives the evolution of the 

interaction strength in Y3C–X···Z– systems. As final illustration, 

the situations where At3C–At appears as a weaker XB donor than 

I3C–I only occur at the 2c-relativistic level of theory, i.e., when 

SOC is accounted for, and SOC effects are known to enhance the 

propensity of astatine to form CS bonds.[46,56] It is a striking 

manifestation of the interplay between CS bonding and halogen 

bonding. 

3. Conclusions 

The ability of Y3C–X (Y = F to X, X = I and At) species to form 

halogen-bond (XB) interactions with halide anions has been 

thoroughly investigated. Two-component relativistic quantum 

mechanical calculations have confirmed for the iodine series 

(X = I) that the evolution of the interaction energy is contradictory 

with the general consensus that XBs are strengthened as the 

substituent group bound to X halogen atom is more electron-

withdrawing. Furthermore, within the astatine series (X = At), after 

a monotonous increase of the XB interaction energies from Y = F 

to I, a strong drop is observed for Y = At (At3C–At being a weaker 

XB donor than I3C–At, Br3C–At and even Cl3C–At). In addition, 

At3C–At also appears to have a weaker ability to form XB 

interactions than I3C–I. These findings strongly disagree with the 

assumption, widely shared in the community, that a more 

polarisable halogen atom would yield stronger XBs. All these 

peculiarities have been rationalised from the contribution of 

charge-shift (CS) bonding. The CS mechanism consists in large 

and dynamic fluctuations of the bonding electron density. CS 

bonds are typified by an important resonance energy between the 

covalent and ionic Lewis structures (–A|  B+ ↔ A–B ↔ +A  |B–).[60] 

On the basis of mathematically well-defined descriptors, 

either derived from a physical perspective (electrostatic potential 

and polarizability) or from traditional chemical concepts (quantum 

chemical topology analyses), we have uncovered a CS bonding 

component to the interaction in Y3C–X···Z– (Z = Cl, I, At) 

complexes. In addition, the CS character of C–Y bonds in the XB 

donor appears as the main explicative factor for the variation of 

the interaction energies when the Y atom is varied. The CS 

mechanism spreads through the C–X bond and affects the 

electron density distribution at the X atom. Determined from the 

Quantum Theory of Atoms In Molecules, the X atomic charge 

embeds information on the anisotropy of the electron distribution 

into electrostatics. Then, simple calculations of Y3C–X intrinsic 

properties, such as q(X), allow us to quantitatively anticipate the 

stability of potential XB complexes, as illustrated by the correlation 

shown in Figure 5. In fine, the disclosed elements indicate as a 

whole that the magnitude of CS bonding operating in the Y3C–X 

donor weakens its ability to engage in XB interactions. The same 

reasoning was previously held to rationalise the weaker donating 

ability of At2 with respect to I2,[46] and it most probably applies to 

the very recently reported XBs formed by multivalent astatine in 

AtY3 and AtY5 (Y = F to I) donors: the interaction energy increases 

from Y = F to Cl and then monotonously decreases.[72] 

4. Computational Section 

4.1. Quantum chemical calculations 

The two-component relativistic density functional theory, which was 

proved to be accurate for investigation of At-containing 

systems,[73,74,49,50,75,55] requires to replace the orbital representation by 

spinors that are complex vector functions of two components (2c). Both 

the Generalized Kohn-Sham (GKS) method, implemented in the Gaussian 

program,[76] and the Spin-Orbit DFT (SODFT) method, implemented in the 

NWChem program,[77] take advantages of relativistic pseudo-potentials 
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containing scalar and spin-dependent terms to treat the electron 

correlation and relativistic effects on an equal footing.  

There can be many variations in the form of relativistic pseudo-potentials, 

those used in this work are expressed as follows:[78] 

V̂(𝑟) = −
Zeff

𝑟
+ ∑ B𝑙𝑗

𝑘

𝑘𝑙𝑗

exp(−β𝑙𝑗
𝑘  𝑟2)P̂𝑙𝑗 (1) 

where Zeff is the charge of the inner-core. The sum runs over a gaussian 

expansion (index k) of semi-local short-range radial potentials, which are 

different for different orbital angular-momentum quantum numbers l, and, 

for a given l, for the two total one-electron angular-momentum quantum 

numbers j = l ± ½. P̂lj  is the 2c projector onto the complete space of 

functions with angular symmetry l, j around the core under study. The 

parameters Blj
k  and βlj

k  are adjusted so that V̂ in 2c valence-only atomic 

calculations reproduces, as closely as possible, a set of relativistic all-

electron multiconfiguration Dirac-Hartree-Fock (MCDHF) energies. Note 

that a transcription of such kind of pseudo-potentials into a scalar-

relativistic spin-averaged part (averaged relativistic potential V̂AREP) and an 

effective one-electron spin-orbit operator (V̂SO) is easily possible.[79] 

Gaussian 16 rev. A.03 was used to perform the geometry 

optimisations and frequency calculations with the global hybrid B3LYP and 

PW6B95 functionals.[80,81] They have been recommended in a recent 

benchmark study focused on At-species,[53] and have been furthermore 

validated as reliable for investigating compounds stabilised by At-mediated 

halogen bonds.[26,44,46] The small-core pseudo-potentials ECPnMDF with 

n = 60, 28 and 10 were used for the At, I and Br atoms, respectively.[78,82] 

Their remaining electrons were described using the triple-zeta aug-cc-

pVTZ-PP basis sets,[78,82] supplemented for the At and I atoms by 2c 

extensions.[83] The aug-cc-pVTZ basis sets were used for the C, F and Cl 

atoms,[84–86] and the whole set of basis functions is abbreviated as AVTZ. 

The energy of the Y3C–X···Z– systems were corrected from the basis set 

superposition error (BSSE) using the counterpoise method.[87] In order to 

assess the SOC effects, geometry optimizations and frequency 

calculations were also carried out at the scalar-relativistic level of theory, 

i.e., in absence of spin-dependent terms in the pseudo-potentials (V̂AREP 

only). 

In order to assess the reliability of the B3LYP/AVTZ and 

PW6B95/AVTZ calculations, some ab initio coupled cluster calculations 

were performed, at the scalar-relativistic level of theory for species 

involving heavy atoms. The frozen-core approximation was used in all 

those calculations, e.g., the 5s5p5d electrons of At were kept frozen as 

well as the 1s electrons of C atom. Geometry optimizations were 

performed at the CCSD/AVTZ level of theory, using counterpoise (CP) 

corrections in the case of Y3C–X···Z– systems. Then, single point CCSD(T) 

calculations[88] were performed on top of the previously optimized CP-

CCSD/AVTZ geometries, using the AVTZ basis sets, the corresponding 

double-zeta variant (referred to as AVDZ) and the quadruple-zeta variant 

(referred to as AVQZ). For each species, an estimates of the CCSD(T) 

energy at the complete basis set limit (CBS) was produced by combining: 

 the Hartree-Fock energy obtained from the three-point extrapolation 

formulae of Feller:[89] 

𝐸𝑋 = 𝐸CBS + 𝐵𝑒−𝛼𝑋 (2) 

where X is the cardinal number of the basis sets, i.e., 2 for AVDZ, 3 for 

AVTZ and 4 for AVQZ. The 𝐸CBS energy, 𝛼 and 𝐵 parameters are then 

determined from three computed Hartree-Fock energies. 

 the correlation energy obtained from the two-point extrapolation 

scheme USTE(x-1,x) of Varandas and co-workers:[90] 

𝐸𝑋
corr = 𝐸CBS

corr +
𝐴

𝑥3
 (3) 

where x is simply referred as hierarchical number. In case of coupled 

cluster calculations, x = 2.71 when X = 3 and x = 3.68 when X = 4. The two 

correlation energies from CCSD(T) calculations using AVTZ and AVQZ 

basis sets, allowed us to determine both the 𝐴 parameter and the 𝐸CBS
corr 

correlation energy. 

The interaction energies at CBS are then calculated following the super-

molecule approach. 

Introduced by Becke and Edgecombe,[91] the Electron Localization 

Function (ELF) is a signature of the distribution of electronic pairs and the 

analysis of its topology is a powerful tool for the characterization of bonding 

schemes.[61] Furthermore, it is found from experimental and theoretical 

reports that the Quantum Theory of Atoms In Molecules (QTAIM), defined 

by Bader, can be used to gain insight into the nature of the chemical 

bonding.[63,92] QTAIM atomic charges were calculated by subtracting the 

electron population of the topological atom to its atomic number (eventually 

decreased by the pseudo-potential charge). Details on the extension of the 

ELF and QTAIM topological analysis in the framework of 2c-DFT 

calculations can be found in Refs. [55] and [56]. All the topological 

analyses were carried out using modified versions of NWChem 5.1.1 and 

the TopChem2 standalone program.[93] The relevant program files, which 

implement the treatment of 2c-wavefunctions, are freely available upon 

request. 

4.2. Theoretical developments 

Introduced by Bader and Stephens,[94] and revivified later by Fradera et 

al.,[95] the QTAIM concept of delocalization index, noted δ(ΩA, ΩB) , is 

connected to the number of electron-pairs shared between two basins, ΩA 

and ΩB, and can be compared to other bond order indices. At the DFT level 

of theory, second-order densities based on the single determinant of 

Kohn–Sham orbitals are used even though they are an approximation to 

the unknown exact DFT second-order density.[96] For closed-shell systems, 

the first-order matrix can be expanded in terms of molecular orbitals φ
i
. 

Then, the δ is expressed as: 

δ(ΩA, ΩB) = 2 ∑ ∑  < φ𝑖|φ𝑗 >ΩA
 < φ𝑖|φ𝑗 >ΩB

 

𝑗𝑖

 (4) 

where < φ𝑖|φ𝑗 >ΩA
 and < φ𝑖|φ𝑗 >ΩB

 are the overlaps between molecular 

orbitals, integrated respectively within the atomic basins ΩA and ΩB. The 

summation in the equation (4) runs over all the occupied molecular spin-

orbitals of the molecule. 

The nonrelativistic single determinant formalism operating with 

orbitals can be extended to a 2c-relativistic formalism where the wave 

function is built from normalized single-particle functions known as 

(pseudo-)spinors, φ𝑖(𝑟). The latter are no longer of pure spin character, 

but have both one 𝛼  and one 𝛽  complex component, and hence, two 

components: 

φ𝑖(𝑟) = (
φ𝑖𝛼(𝑟)

φ𝑖𝛽(𝑟)
) (5) 

For closed-shell systems, the partial overlap between orbitals involved in 

the equation (4) can be easily extended to the 2c-spinors: 

 < φ𝑖|φ𝑗 >ΩA
 = ∫ φ𝑖

†(𝑟)φ𝑗(𝑟)
ΩA

d𝑟 

   = ∫ (φ𝑖𝛼
∗ (𝑟)φ𝑗𝛼(𝑟) + φ𝑖𝛽

∗ (𝑟)φ𝑗𝛽(𝑟)) d𝑟
ΩA

 

    = < φ𝑖𝛼|φ𝑗𝛼 >ΩA
+  < φ𝑖𝛽|φ𝑗𝛽 >ΩA

 (6) 

Therefore, 
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δ(ΩA, ΩB) = 2 ∑ ∑[( < φ𝑖𝛼|φ𝑗𝛼 >ΩA

𝑗𝑖

+  < φ𝑖𝛽|φ𝑗𝛽 >ΩA
)( < φ𝑖𝛼|φ𝑗𝛼 >ΩB

+  < φ𝑖𝛽|φ𝑗𝛽 >ΩB
)]  (7) 

This formulation can readily be calculated from occupied 2c-spinors and is 

safe for practical use on closed-shell species where the spin polarisation 

is small (Kramers-restricted closed-shell approximation). 

In the framework of the ELF topological analysis, the integration of the 

electron density over the volume of a Ω basin provides its population, N̅(Ω). 

The variance, noted σ2[Ω] , is a signature of the fluctuating density 

(delocalisation) from a given basin through the whole molecule.[70] It 

represents the quantum mechanical uncertainty on N̅(Ω) . In the two-

component formalism, σ2 can be calculated from occupied 2c-spinors as 

follows: 

σ2[Ω] =  N̅(Ω) − ∑ ∑| < φ𝑖𝛼|φ𝑗𝛼 >Ω+  < φ𝑖𝛽|φ𝑗𝛽 >Ω|
2

𝑗𝑖

 (8) 
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