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#### Abstract

In this paper, we consider the general perturbations of piecewise Hamiltonian systems. A formula for the second order Melnikov functions is derived when the first order Melnikov functions vanish. As an application, we can improve an upper bound of the number of bifurcated limit cycles of a piecewise Hamiltonian system with quadratic polynomial perturbations.
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## 1. Introduction and main results

One of the most important topics in the classical problems for smooth system is the weak 16th Hilbert problem. In order to study limit cycles which are bifurcated from the perturbation of a center, more and more researchers study on piecewise systems. The study of piecewise differential systems goes back to Andronov and his coworkers[Andronov et al., 1966], and in the recent years, there are more and more papers studying on the piecewise linear differential systems. For readers, not yet acquainted with the subject, we refer to the book[Di Bernardo et al., 2008], and the survey[Makarenkov \& Lamb, 2012].

In 1990, Lum and Chua[Lum \& Chua, 1991] conjectured that in the case the plane is divided into two pieces by a straight line and the piecewise linear system is continuous and nonsmooth, there is at most one limit cycle. This was proved by E. Freire and his coworkers[Freire et al., 1998].

Recently, the discontinuous piecewise linear differential systems in the plane with two pieces separated by a straight line has been studied by many researchers. Han and Zhang[Han \& Zhang, 2010] conjectured that the maximum number of limit cycles in this case is two. But Huan and Yang [Huan \& Yang, 2013]

[^0]gave a numerical evidence on the existence of three limit cycles. And Llibre and Ponce[Llibre \& Ponce, 2012] proved the existence of three limit cycles.

There are many techniques for computing analytically the periodic solutions of piecewise differential systems, such as first integrals, Poincaré map, averaging theory or Melnikov functions and so on.

The averaging theory of first order for piecewise differential systems is given by Llibre et al.[Llibre et al., 2015b]. Then Llibre and his coauthors[Llibre et al., 2015a] developed the averaging theory of first and second order for studying discontinuous piecewise systems in arbitrary dimension. The first order Melnikov function of piecewise Hamiltonian systems is derived by Liu and Han[Liu \& Han, 2010]. Cardin and Torregrosa[Cardin \& Torregrosa, 2016] studied the piecewise linear perturbations of a linear center, which is a generalization to piecewise linear systems of the extension to higher order perturbations and calculated its higher Melnikov functions up to sixth order. But to the best of our knowledge, there is no result about the higher order Melnikov function for the general perturbation of piecewise Hamiltonian systems.

So in the present paper, we derived a formula for the second order Melnikov function of the piecewise Hamiltonian systems in section 2 and 3 . And we consider an example of perturbations for a linear center by piecewise quadratic polynomials in section 4 . Finally we make some remarks in section 5 .

## 2. The second order Melnikov functions

More precisely, we consider the perturbed system as follows,

$$
\begin{equation*}
d H+\epsilon \omega=0 \tag{2.1}
\end{equation*}
$$

where

$$
H(x, y)= \begin{cases}H^{+}(x, y), & x>0, \\ H^{-}(x, y), & x \leq 0,\end{cases}
$$

and

$$
\omega= \begin{cases}\omega^{+}=P^{+}(x, y) d y-Q^{+}(x, y) d x, & x>0, \\ \omega^{-}=P^{-}(x, y) d y-Q^{-}(x, y) d x, & x \leq 0,\end{cases}
$$

with $H^{ \pm}(x, y), P^{ \pm}(x, y), Q^{ \pm}(x, y) \in C^{\infty}$. When $\epsilon=0$, system (2.1) is called a piecewise Hamiltonian system. The $y$-axis $x=0$ is the discontinuity line.

Suppose that system (2.1) with $\epsilon=0$ has a family of periodic orbits near the origin. And we give the same assumption as [Liu \& Han, 2010]. Let $D$ be an interval, and there exist two points $A_{0}(h)=\left(0, a_{0}(h)\right)$ and $B_{0}(h)=\left(0, b_{0}(h)\right)$ on $x=0$, such that for $h \in D$,

$$
\begin{equation*}
H^{+}\left(A_{0}(h)\right) \equiv H^{+}\left(B_{0}(h)\right) \equiv h, H^{-}\left(A_{0}(h)\right) \equiv H^{-}\left(B_{0}(h)\right), \tag{2.2}
\end{equation*}
$$

where $a_{0}(h) \neq b_{0}(h)$, which implies the unperturbed system has a family of periodic orbits $L_{h}=L_{h}^{+} \cup L_{h}^{-}$ where $L_{h}^{+}$is defined by $H^{+}(x, y)=h$ on $x>0$ beginning from $A_{0}(h)$ and ending at $B_{0}(h), L_{h}^{-}$is defined by $H^{-}(x, y)=H^{-}\left(B_{0}(h)\right)$ on $x \leq 0$ beginning from $B_{0}(h)$ and ending at $A_{0}(h)$. It is obvious that $L_{h}$ is piecewise smooth, see Figure 1.


Fig. 1. Unperturbed system (2.1) with $\epsilon=0$.

For the perturbed system (2.1), we consider a solution which starts from $A_{0}(h)$, and denote $B_{\epsilon}(h)=$ $\left(0, b_{\epsilon}(h)\right)$ be the first intersection point with the negative $y$-axis, and $A_{\epsilon}(h)=\left(0, a_{\epsilon}(h)\right)$ be the first intersection point with the positive $y$-axis, see Figure 2. Then we can define the bifurcation function as

$$
\begin{equation*}
H^{+}\left(A_{\epsilon}\right)-H^{+}\left(A_{0}\right)=\epsilon M_{1}(h)+\epsilon^{2} M_{2}(h)+\cdots . \tag{2.3}
\end{equation*}
$$



Fig. 2. Perturbed system (2.1).

As in the smooth case, we define $M_{1}(h)$ by the first order Melnikov function (cf Liu and Han [Liu \& Han, 2010]) and $M_{2}(h)$ by the second order Melnikov function. In the present paper, we give the expression of the second order Melnikov function for the piecewise Hamiltonian system.

The main theorem is the following.
Theorem 2.1. Consider system (2.1) with the assumption (2.2), and $M_{1}(h) \equiv 0$, the second order Melnikov function is given by

$$
\begin{align*}
M_{2}(h) & =\frac{H_{y}^{+}\left(A_{0}\right)}{H_{y}^{-}\left(A_{0}\right)}\left[2 \left(\int_{\widehat{B_{0} A_{0}}} \psi^{-} \omega^{-}+\frac{H_{y}^{-}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)} \psi^{-}\left(B_{0}\right) \int_{\widehat{A_{0} B_{0}}} \omega^{+}\right.\right. \\
& \left.\left.-\frac{P^{-}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)} \int_{\widehat{A_{0} B_{0}}} \omega^{+}\right)+\frac{H_{y y}^{-}\left(B_{0}\right)}{H_{y}^{-2}\left(B_{0}\right)}\left(\int_{\widehat{B_{0} A_{0}}} \omega^{-}\right)^{2}\right]  \tag{2.4}\\
& +\frac{H_{y}^{+}\left(A_{0}\right)}{H_{y}^{-}\left(A_{0}\right)} \frac{H_{y}^{-}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)}\left[2 \left(\int_{\widehat{A_{0} B_{0}}} \psi^{+} \omega^{+}+\frac{P^{+}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)} \int_{\widehat{A_{0} B_{0}}} \omega^{+}\right.\right. \\
& \left.\left.-\psi^{+}\left(B_{0}\right) \int_{\widehat{A_{0} B_{0}}} \omega^{+}\right)-\frac{H_{y y}^{+}\left(B_{0}\right)}{H_{y}^{+2}\left(B_{0}\right)}\left(\int_{\widehat{A_{0} B_{0}}} \omega^{+}\right)^{2}\right],
\end{align*}
$$

with $\psi^{ \pm}$are defined by

$$
\psi^{ \pm}(x, y)=\int_{0}^{T^{ \pm}(x, y)} \operatorname{div}\left(\chi^{ \pm}\right) \circ\left(\varphi_{t}^{ \pm}\left(x_{0}^{ \pm}, y_{0}^{ \pm}\right)\right) d t
$$

where $\chi^{ \pm}=\left(P^{ \pm}, Q^{ \pm}\right)$and $\varphi_{t}^{ \pm}$are the solution of system (2.1) passing through $\left(x_{0}^{ \pm}, y_{0}^{ \pm}\right)$at $t=0$ and end at $(x, y)$ with $t=T^{ \pm}(x, y)$.

If we consider the system with the perturbations up to second order in $\epsilon$, that is,

$$
\begin{cases}d H^{+}(x, y)+\epsilon \omega_{0}^{+}+\epsilon^{2} \omega_{1}^{+}=0, & x>0,  \tag{2.5}\\ d H^{-}(x, y)+\epsilon \omega_{0}^{-}+\epsilon^{2} \omega_{1}^{-}=0, & x \leq 0,\end{cases}
$$

where

$$
\omega_{0}^{ \pm}=P_{0}^{ \pm}(x, y) d y-Q_{0}^{ \pm}(x, y) d x, \quad \omega_{1}^{ \pm}=P_{1}^{ \pm}(x, y) d y-Q_{1}^{ \pm}(x, y) d x .
$$

Then we have the following corollary:

Corollary 2.1. System (2.5) with the assumption (2.2), and $M_{1}(h) \equiv 0$, the second order Melnikov function is given by

$$
\begin{aligned}
M_{2}(h) & =\frac{H_{y}^{+}\left(A_{0}\right)}{H_{y}^{-}\left(A_{0}\right)}\left[2 \left(\int_{\widehat{B_{0} A_{0}}} \psi^{-} \omega_{0}^{-}-\omega_{1}^{-}+\frac{H_{y}^{-}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)} \psi^{-}\left(B_{0}\right) \int_{\widehat{A_{0} B_{0}}} \omega_{0}^{+}\right.\right. \\
& \left.\left.-\frac{P_{0}^{-}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)} \int_{\widehat{A_{0} B_{0}}} \omega_{0}^{+}\right)+\frac{H_{y y}^{-}\left(B_{0}\right)}{H_{y}^{-2}\left(B_{0}\right)}\left(\int_{\widehat{B_{0} A_{0}}} \omega_{0}^{-}\right)^{2}\right] \\
& +\frac{H_{y}^{+}\left(A_{0}\right)}{H_{y}^{-}\left(A_{0}\right)} \frac{H_{y}^{-}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)}\left[2 \left(\int_{\widehat{A_{0} B_{0}}} \psi^{+} \omega_{0}^{+}-\omega_{1}^{+}+\frac{P_{0}^{+}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)} \int_{\widehat{A_{0} B_{0}}} \omega_{0}^{+}\right.\right. \\
& \left.\left.-\psi^{+}\left(B_{0}\right) \int_{\widehat{A_{0} B_{0}}} \omega_{0}^{+}\right)-\frac{H_{y y}^{+}\left(B_{0}\right)}{H_{y}^{+2}\left(B_{0}\right)}\left(\int_{\widehat{A_{0} B_{0}}} \omega_{0}^{+}\right)^{2}\right],
\end{aligned}
$$

where $\psi^{ \pm}, \chi^{ \pm}, \varphi_{t}^{ \pm}$and $T^{ \pm}(x, y)$ are defined as the same with Theorem 2.1.

## 3. The proof of main Theorem

In this section, we give the proof of the main theorem.
Proof. Split the formula (2.3) into four parts as follows

$$
\begin{align*}
H^{+}\left(A_{\epsilon}\right)-H^{+}\left(A_{0}\right) & =\left[H^{+}\left(A_{\epsilon}\right)-H^{-}\left(A_{\epsilon}\right)\right]+\left[H^{-}\left(A_{\epsilon}\right)-H^{-}\left(B_{\epsilon}\right)\right] \\
& +\left[H^{-}\left(B_{\epsilon}\right)-H^{+}\left(B_{\epsilon}\right)\right]+\left[H^{+}\left(B_{\epsilon}\right)-H^{+}\left(A_{0}\right)\right]  \tag{3.1}\\
& \equiv l_{1}+l_{2}+l_{3}+l_{4}
\end{align*}
$$

It is easy to calculate that

$$
\begin{aligned}
l_{4} & =H^{+}\left(B_{0}\right)-H^{+}\left(A_{0}\right)+\left.\epsilon H_{y}^{+}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+\left.\frac{1}{2} \epsilon^{2} H_{y}^{+}\left(B_{0}\right) \frac{\partial^{2} b_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0} \\
& +\frac{1}{2} H_{y y}^{+}\left(B_{0}\right) \epsilon^{2}\left(\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2}+O\left(\epsilon^{3}\right)
\end{aligned}
$$

Then by the above formula, we have

$$
\begin{align*}
\left.\frac{\partial l_{4}}{\partial \epsilon}\right|_{\epsilon=0} & =\left.H_{y}^{+}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0} \\
\left.\frac{\partial^{2} l_{4}}{\partial \epsilon^{2}}\right|_{\epsilon=0} & =\left.H_{y}^{+}\left(B_{0}\right) \frac{\partial^{2} b_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}+H_{y y}^{+}\left(B_{0}\right)\left(\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2} \tag{3.2}
\end{align*}
$$

Similarly, by $l_{2}=H^{-}\left(A_{\epsilon}\right)-H^{-}\left(B_{\epsilon}\right), \quad A_{\epsilon}=\left(0, a_{\epsilon}\right)$ and $B_{\epsilon}=\left(0, b_{\epsilon}\right)$, we can obtain

$$
\begin{align*}
l_{2} & =H^{-}\left(A_{\epsilon}\right)-H^{-}\left(B_{\epsilon}\right) \\
& =H^{-}\left(A_{0}\right)+H_{y}^{-}\left(A_{0}\right)\left(\left.\epsilon \frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+\left.\frac{1}{2} \epsilon^{2} \frac{\partial^{2} a_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}+O\left(\epsilon^{3}\right)\right) \\
& +\frac{1}{2} H_{y y}^{-}\left(A_{0}\right)\left(\left.\epsilon \frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+O\left(\epsilon^{2}\right)\right)^{2}  \tag{3.3}\\
& -H^{-}\left(B_{0}\right)-H_{y}^{-}\left(B_{0}\right)\left(\left.\epsilon \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+\left.\frac{1}{2} \epsilon^{2} \frac{\partial^{2} b_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}+O\left(\epsilon^{3}\right)\right) \\
& -\frac{1}{2} H_{y y}^{-}\left(B_{0}\right)\left(\left.\epsilon \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+O\left(\epsilon^{2}\right)\right)^{2}
\end{align*}
$$

The formula (3.3) gives to

$$
\begin{align*}
\left.\frac{\partial l_{2}}{\partial \epsilon}\right|_{\epsilon=0} & =\left.H_{y}^{-}\left(A_{0}\right) \frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}-\left.H_{y}^{-}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0} \\
\left.\frac{\partial^{2} l_{2}}{\partial \epsilon^{2}}\right|_{\epsilon=0} & =\left.H_{y}^{-}\left(A_{0}\right) \frac{\partial^{2} a_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}+H_{y y}^{-}\left(A_{0}\right)\left(\left.\frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2}  \tag{3.4}\\
& -\left.H_{y}^{-}\left(B_{0}\right) \frac{\partial^{2} b_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}-H_{y y}^{-}\left(B_{0}\right)\left(\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2}
\end{align*}
$$

As the same calculation, we can give the formulas as follows,

$$
\begin{align*}
\left.\frac{\partial l_{1}}{\partial \epsilon}\right|_{\epsilon=0} & =\left.H_{y}^{+}\left(A_{0}\right) \frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}-\left.H_{y}^{-}\left(A_{0}\right) \frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}, \\
\left.\frac{\partial l_{3}}{\partial \epsilon}\right|_{\epsilon=0} & =\left.H_{y}^{-}\left(B_{0}\right) \frac{\partial \epsilon_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}-\left.H_{y}^{+}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}, \\
\left.\frac{\partial^{2} l_{1}}{\partial \epsilon^{2}}\right|_{\epsilon=0} & =\left.H_{y}^{+}\left(A_{0}\right) \frac{\partial^{2} a_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}+H_{y y}^{+}\left(A_{0}\right)\left(\left.\frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2} \\
& -\left.H_{y}^{-}\left(A_{0}\right) \frac{\partial^{2} a_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}-H_{y y}^{-}\left(A_{0}\right)\left(\left.\frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2},  \tag{3.5}\\
\left.\frac{\partial^{2} l_{3}}{\partial \epsilon^{2}}\right|_{\epsilon=0} & =\left.H_{y}^{-}\left(B_{0}\right) \frac{\partial^{2} b_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}+H_{y y}^{-}\left(B_{0}\right)\left(\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2} \\
& -\left.H_{y}^{+}\left(B_{0}\right) \frac{\partial^{2} b_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}-H_{y y}^{+}\left(B_{0}\right)\left(\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2} .
\end{align*}
$$

By (3.2), we have

$$
\begin{align*}
\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0} & =\left.\frac{1}{H_{y}^{+}\left(B_{0}\right)} \frac{\partial l_{4}}{\partial \epsilon}\right|_{\epsilon=0} \\
\left.\frac{\partial^{2} b_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0} & =\frac{1}{H_{y}^{+}\left(B_{0}\right)}\left[\left.\frac{\partial^{2} l_{4}}{\partial \epsilon^{2}}\right|_{\epsilon=0}-H_{y y}^{+}\left(B_{0}\right)\left(\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2}\right] \tag{3.6}
\end{align*}
$$

As the same, (3.6) and (3.4) give rise to

$$
\begin{align*}
\left.\frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0} & =\frac{1}{H_{y}^{-}\left(A_{0}\right)}\left[\left.\frac{\partial l_{2}}{\partial \epsilon}\right|_{\epsilon=0}+\left.\frac{H_{y}^{-}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)} \frac{\partial l_{4}}{\partial \epsilon}\right|_{\epsilon=0}\right] \\
\left.\frac{\partial^{2} a_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0} & =\frac{1}{H_{y}^{-}\left(A_{0}\right)}\left[\left.\frac{\partial^{2} l_{2}}{\partial \epsilon^{2}}\right|_{\epsilon=0}+\left.H_{y}^{-}\left(B_{0}\right) \frac{\partial^{2} b_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}\right.  \tag{3.7}\\
& \left.+H_{y y}^{-}\left(B_{0}\right)\left(\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2}-H_{y y}^{-}\left(A_{0}\right)\left(\left.\frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2}\right] .
\end{align*}
$$

On the other hand, it is obvious that

$$
l_{4}=H^{+}\left(B_{\epsilon}\right)-H^{+}\left(A_{0}\right)=\int_{\widehat{A_{0} B_{\epsilon}}} d H^{+}=-\epsilon \int_{\widehat{A_{0} B_{0}}} \omega^{+}+O\left(\epsilon^{2}\right)
$$

Then we have

$$
\begin{equation*}
\left.\frac{\partial l_{4}}{\partial \epsilon}\right|_{\epsilon=0}=-\int_{\widehat{A_{0} B_{0}}} \omega^{+} \tag{3.8}
\end{equation*}
$$

With the same calculation,

$$
l_{2}=-\epsilon \int_{\widehat{B_{0} A_{0}}} \omega^{-}+O\left(\epsilon^{2}\right)
$$

which implies

$$
\begin{equation*}
\left.\frac{\partial l_{2}}{\partial \epsilon}\right|_{\epsilon=0}=-\int_{\widehat{B_{0} A_{0}}} \omega^{-} \tag{3.9}
\end{equation*}
$$

Hence by (2.3), (3.1) and (3.5), we have

$$
\begin{align*}
M_{1}(h) & =\left.\sum_{i=1}^{4} \frac{\partial l_{i}}{\partial \epsilon}\right|_{\epsilon=0} \\
& =\left.\frac{\partial l_{2}}{\partial \epsilon}\right|_{\epsilon=0}+\left.\frac{\partial l_{4}}{\partial \epsilon}\right|_{\epsilon=0}+\left.H_{y}^{-}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}-\left.H_{y}^{+}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}  \tag{3.10}\\
& +\left.H_{y}^{+}\left(A_{0}\right) \frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}-\left.H_{y}^{-}\left(A_{0}\right) \frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}
\end{align*}
$$

Substituting (3.6)-(3.9) into (3.10) leads to

$$
\begin{equation*}
M_{1}(h)=-\frac{H_{y}^{+}\left(A_{0}\right)}{H_{y}^{-}\left(A_{0}\right)}\left[\frac{H_{y}^{-}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)} \int_{\widehat{A_{0} B_{0}}} \omega^{+}+\int_{\widehat{B_{0} A_{0}}} \omega^{-}\right] . \tag{3.11}
\end{equation*}
$$

The formula (3.11) is given by Liu and Han[Liu \& Han, 2010], and if $M_{1}(h) \equiv 0$, from (3.11) we can find $\left.\frac{\partial l_{2}}{\partial \epsilon}\right|_{\epsilon=0}+\left.\frac{H_{y}^{-}\left(B_{0}\right)}{H_{y}^{-}\left(B_{0}\right)} \frac{\partial l_{4}}{\partial \epsilon}\right|_{\epsilon=0} \equiv 0$, namely,

$$
\begin{equation*}
\left.\frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0} \equiv 0 . \tag{3.12}
\end{equation*}
$$

Denote $\varphi_{t}^{+}=\varphi^{+}(t, x, y)$ be a solution of system (2.1) $\left.\right|_{\epsilon=0}$ on the half plane of $x>0$ starting from $\left(x_{0}^{+}, y_{0}^{+}\right)=A_{0}\left(0, a_{0}(h)\right)$ and define a function $\psi^{+}(x, y)$ as follows

$$
\psi^{+}(x, y)=\int_{0}^{T^{+}(x, y)} \operatorname{div}\left(\chi^{+}\right) \circ\left(\varphi_{t}^{+}\left(x_{0}^{+}, y_{0}^{+}\right)\right) d t
$$

where $\chi^{+}=\left(P^{+}(x, y), Q^{+}(x, y)\right)$ and $(x, y)=\varphi^{+}\left(T^{+}(x, y), x_{0}^{+}, y_{0}^{+}\right)$.
Denote $\chi_{0}^{+}$be the vector field of system (2.1) with $\epsilon=0$ on $x>0$, namely, $\chi_{0}^{+}=H_{y}^{+} \frac{\partial}{\partial x}-H_{x}^{+} \frac{\partial}{\partial y}$. In other words, $\psi^{+}$is the integral of the function $\operatorname{div}\left(\chi^{+}\right)$along the trajectories of $\chi_{0}^{+}$. Hence, the derivative of $\psi^{+}$along the trajectories of the vector field $\chi_{0}^{+}$denoted as $\chi_{0}^{+} \cdot\left(\psi^{+}\right)$satisfies $\chi_{0}^{+} \cdot\left(\psi^{+}\right)=\operatorname{div}\left(\chi^{+}\right)$. This yields,

$$
d H^{+} \wedge d \psi^{+}=\operatorname{div}\left(\chi^{+}\right) d x \wedge d y
$$

On the other hand, $\operatorname{div}\left(\chi^{+}\right) d x \wedge d y=-d \omega^{+}$. It is obvious that

$$
\epsilon d H^{+} \wedge d \psi^{+}=\epsilon\left(-d\left(\psi^{+} d H^{+}\right)\right)=-\epsilon d \omega^{+} .
$$

Hence the 1 -form $\omega^{+}-\psi^{+} d H^{+}$is closed. The domain on which it is defined being simply connected, there exists a unique function of $(x, y), R^{+}$(up to a constant that we fix with the condition $\left.R^{+}\right|_{x=0}=0$ ) so that:

$$
\omega^{+}=\psi^{+} d H^{+}+d R^{+} .
$$

Next we consider the following equality, as in the smooth case (cf. [Françoise, 1996]),

$$
\begin{equation*}
\left(1-\epsilon \psi^{+}\right)\left(d H^{+}+\epsilon \omega^{+}\right)=0, \tag{3.13}
\end{equation*}
$$

by integrating (3.13) over $\widehat{A_{0} B_{\epsilon}}$, which is

$$
\int_{\widehat{A_{0} B_{\epsilon}}} d\left(H^{+}+\epsilon R^{+}\right)=\epsilon^{2} \int_{\widehat{A_{0} B_{\epsilon}}} \psi^{+} \omega^{+} .
$$

After a simple calculation, we have

$$
H^{+}\left(B_{\epsilon}\right)-H^{+}\left(A_{0}\right)+\epsilon R^{+}\left(B_{\epsilon}\right)-\epsilon R^{+}\left(A_{0}\right)=\epsilon^{2} \int_{\widehat{A_{0} B_{0}}} \psi^{+} \omega^{+}+O\left(\epsilon^{3}\right) .
$$

According to (3.1), it is easy to obtain

$$
l_{4}+\epsilon\left[R^{+}\left(B_{0}\right)+\left.R_{y}^{+}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0} \epsilon+O\left(\epsilon^{2}\right)-R^{+}\left(A_{0}\right)\right]=\epsilon^{2} \int_{\widehat{A_{0} B_{0}}} \psi^{+} \omega^{+}+O\left(\epsilon^{3}\right) .
$$

From the above formula, we have

$$
\begin{equation*}
\left.\frac{\partial^{2} l_{4}}{\partial \epsilon^{2}}\right|_{\epsilon=0}=-\left.2 R_{y}^{+}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+2 \int_{\widehat{A_{0} B_{0}}} \psi^{+} \omega^{+} . \tag{3.14}
\end{equation*}
$$

Combining (3.2) and (3.14) leads to

$$
\begin{equation*}
\left.\frac{\partial^{2} b_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}=\frac{1}{H_{y}^{+}\left(B_{0}\right)}\left[2\left(\int_{\widehat{A_{0} B_{0}}} \psi^{+} \omega^{+}-\left.R_{y}^{+}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)-H_{y y}^{+}\left(B_{0}\right)\left(\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2}\right] . \tag{3.15}
\end{equation*}
$$

Similarly, denote $\varphi_{t}^{-}=\varphi^{-}(t, x, y)$ be a solution of system (2.1) $\left.\right|_{\epsilon=0}$ on $x \leq 0$ starting from $\left(x_{0}^{-}, y_{0}^{-}\right)=$ $B_{\epsilon}\left(0, b_{\epsilon}(h)\right)$ and define a function $\psi^{-}(x, y)$ as follows

$$
\psi^{-}(x, y)=\int_{0}^{T^{-}(x, y)} \operatorname{div}\left(\chi^{-}\right) \circ\left(\varphi_{t}^{-}\left(x_{0}^{-}, y_{0}^{-}\right)\right) d t,
$$

where $\chi^{-}=\left(P^{-}, Q^{-}\right)$and $T^{-}(x, y)$ is the time of the solution ending at $(x, y)$.
Denote $\chi_{0}^{-}$be the vector field of system (2.1) with $\epsilon=0$ on $x \leq 0$, namely, $\chi_{0}^{-}=H_{y}^{-} \frac{\partial}{\partial x}-H_{x}^{-} \frac{\partial}{\partial y}$, then we have $\chi_{0}^{-} .\left(\psi^{-}\right)=\operatorname{div}\left(\chi^{-}\right)$, which implies

$$
d H^{-} \wedge d \psi^{-}=\operatorname{div}\left(\chi^{-}\right) d x \wedge d y
$$

On the other hand, $\operatorname{div}\left(\chi^{-}\right) d x \wedge d y=-d \omega^{-}$, from which we can get

$$
\omega^{-}=\psi^{-} d H^{-}+d R^{-}
$$

where $R^{-}$is a function of $(x, y)$.
Similarly integrating the following equation over $\widehat{B_{\epsilon} A_{\epsilon}}$,

$$
\left(1-\epsilon \psi^{-}\right)\left(d H^{-}+\epsilon \omega^{-}\right)=0,
$$

we have

$$
H^{-}\left(A_{\epsilon}\right)-H^{-}\left(B_{\epsilon}\right)+\epsilon R^{-}\left(A_{\epsilon}\right)-\epsilon R^{-}\left(B_{\epsilon}\right)=\epsilon^{2} \int_{\widehat{B_{0} A_{0}}} \psi^{-} \omega^{-}+O\left(\epsilon^{3}\right),
$$

which leads to

$$
\begin{aligned}
& l_{2}+\epsilon\left[R^{-}\left(A_{0}\right)+\left.R_{y}^{-}\left(A_{0}\right) \frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0} \epsilon-R^{-}\left(B_{0}\right)-\left.R_{y}^{-}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0} \epsilon+O\left(\epsilon^{2}\right)\right] \\
= & \epsilon^{2} \int_{\widehat{B_{0} A_{0}}} \psi^{-} \omega^{-}+O\left(\epsilon^{3}\right) .
\end{aligned}
$$

From the above formula, and the condition that $M_{1}(h) \equiv 0$, we have

$$
\begin{align*}
\left.\frac{\partial^{2} l_{2}}{\partial \epsilon^{2}}\right|_{\epsilon=0} & =-\left.2 R_{y}^{-}\left(A_{0}\right) \frac{\partial a_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+\left.2 R_{y}^{-}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+2 \int_{\widehat{B_{0} A_{0}}} \psi^{-} \omega^{-}  \tag{3.16}\\
& =\left.2 R_{y}^{-}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+2 \int_{\widehat{B_{0} A_{0}}} \psi^{-} \omega^{-} .
\end{align*}
$$

From (3.4) and (3.16), we have

$$
\begin{align*}
\left.\frac{\partial^{2} a_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0} & =\frac{1}{H_{y}^{-}\left(A_{0}\right)}\left[2\left(\int_{\widehat{B_{0} A_{0}}} \psi^{-} \omega^{-}+\left.R_{y}^{-}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)+\left.H_{y}^{-}\left(B_{0}\right) \frac{\partial^{2} b_{\epsilon}}{\partial \epsilon^{2}}\right|_{\epsilon=0}\right.  \tag{3.17}\\
& \left.+H_{y y}^{-}\left(B_{0}\right)\left(\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2}\right] .
\end{align*}
$$

As the same, by (2.3), (3.1) and the condition that $M_{1}(h) \equiv 0$, we can have

$$
\begin{equation*}
M_{2}(h)=\left.\sum_{i=1}^{4} \frac{\partial^{2} l_{i}}{\partial \epsilon^{2}}\right|_{\epsilon=0} . \tag{3.18}
\end{equation*}
$$

Substituting (3.6), (3.7), (3.14), (3.15), (3.16) and (3.17) into (3.18), after a simple simplification, we obtain

$$
\begin{align*}
M_{2}(h) & =\frac{H_{y}^{+}\left(A_{0}\right)}{H_{y}^{-}\left(A_{0}\right)}\left[\left.\frac{\partial^{2} l_{2}}{\partial \epsilon^{2}}\right|_{\epsilon=0}+\frac{H_{y y}^{-}\left(B_{0}\right)}{H_{y}^{-2}\left(B_{0}\right)}\left(\left.\frac{\partial l_{2}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2}\right]  \tag{3.19}\\
& +\frac{H_{y}^{+}\left(A_{0}\right)}{H_{y}^{-}\left(A_{0}\right)} \frac{H_{y}^{-}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)}\left[\left.\frac{\partial^{2} l_{4}}{\partial \epsilon^{2}}\right|_{\epsilon=0}-\frac{H_{y y}^{+}\left(B_{0}\right)}{H_{y}^{+2}\left(B_{0}\right)}\left(\left.\frac{\partial l_{4}}{\partial \epsilon}\right|_{\epsilon=0}\right)^{2}\right],
\end{align*}
$$

where

$$
\begin{aligned}
\left.\frac{\partial l_{4}}{\partial \epsilon}\right|_{\epsilon=0} & =-\int_{\widehat{A_{0} B_{0}}} \omega^{+}, \\
\left.\frac{\partial l_{2}}{\partial \epsilon}\right|_{\epsilon=0} & =-\int_{\widehat{B_{0} A_{0}}} \omega^{-}, \\
\left.\frac{\partial^{2} l_{4}}{\partial \epsilon^{2}}\right|_{\epsilon=0} & =-\left.2 R_{y}^{+}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+2 \int_{\widehat{A_{0} B_{0}}} \psi^{+} \omega^{+}, \\
\left.\frac{\partial^{2} l_{2}}{\partial \epsilon^{2}}\right|_{\epsilon=0} & =\left.2 R_{y}^{-}\left(B_{0}\right) \frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}+2 \int_{\widehat{B_{0} A_{0}}} \psi^{-} \omega^{-} .
\end{aligned}
$$

Here it is easy to know that $\left.\frac{\partial b_{\epsilon}}{\partial \epsilon}\right|_{\epsilon=0}=-\frac{1}{H_{y}^{+}\left(B_{0}\right)} \int_{\widehat{A_{0} B_{0}}} \omega^{+}$and $R_{y}^{ \pm}=P^{ \pm}(x, y)-\psi^{ \pm}(x, y) H_{y}^{ \pm}(x, y)$. After a routine computation with (3.19), we can get (2.4). We have thus proved the theorem.

The proof of Corollary 2.1 will be omitted because it is analogous to that in Theorem 2.1.

## 4. Application to piecewise quadratic systems

It is already known that for piecewise quadratic perturbation of a linear center, the maximum number of the zeros of the first order Melnikov function $M_{1}(h)$ is equal to two[Liu \& Han, 2010]. We can prove the next proposition.
Proposition 4.1. We consider a piecewise polynomial system of the following form

$$
\left\{\begin{array}{l}
\dot{x}=y+\epsilon P^{+}(x, y),  \tag{4.1}\\
\dot{y}=-x+\epsilon Q^{+}(x, y),
\end{array} \quad x>0, \quad\left\{\begin{array}{l}
\dot{x}=y+\epsilon P^{-}(x, y), \\
\dot{y}=-x+\epsilon Q^{-}(x, y),
\end{array} \quad x \leq 0,\right.\right.
$$

where the two perturbative terms are piecewise quadratic vector fields:

$$
\begin{aligned}
& P^{+}(x, y)=a_{00}+a_{01} y+a_{10} x+a_{11} x y+a_{02} y^{2}+a_{20} x^{2} \\
& Q^{+}(x, y)=b_{00}+b_{01} y+b_{10} x+b_{11} x y+b_{02} y^{2}+b_{20} x^{2} \\
& P^{-}(x, y)=c_{00}+c_{01} y+c_{10} x+c_{11} x y+c_{02} y^{2}+c_{20} x^{2} \\
& Q^{-}(x, y)=d_{00}+d_{01} y+d_{10} x+d_{11} x y+d_{02} y^{2}+d_{20} x^{2}
\end{aligned}
$$

For the perturbed piecewise Hamiltonian system (4.1) with $M_{1}(h) \equiv 0$, the maximum number of the zeros of the second order Melnikov function $M_{2}(h)$ is equal to three. We give here an example with such a maximum number of zeros.

Proof. The Hamiltonian functions of the unperturbed system (4.1) are $H^{+}(x, y)=H^{-}(x, y)=\frac{1}{2}\left(x^{2}+\right.$ $\left.y^{2}\right)=h$. It is obvious that $A_{0}(h)=(0, \sqrt{2 h})$ and $B_{0}(h)=(0,-\sqrt{2 h})$.

By the polar coordinate transformation of $x=\sqrt{2 h} \cos \theta, y=\sqrt{2 h} \sin \theta$, and (3.11), we obtain

$$
\begin{aligned}
M_{1}(h) & =-\left(\int_{\widehat{A_{0} B_{0}}} \omega^{+}+\int_{\widehat{B_{0} A_{0}}} \omega^{-}\right) \\
& =-\sum_{i+j=0}^{2}(\sqrt{2 h})^{i+j+1} \int_{\frac{\pi}{2}}^{-\frac{\pi}{2}}\left(a_{i j} \cos ^{i+1} \theta \sin ^{j} \theta+b_{i j} \cos ^{i} \theta \sin ^{j+1} \theta\right) d \theta \\
& -\sum_{i+j=0}^{2}(\sqrt{2 h})^{i+j+1} \int_{-\frac{\pi}{2}}^{-\frac{3 \pi}{2}}\left(c_{i j} \cos ^{i+1} \theta \sin ^{j} \theta+d_{i j} \cos ^{i} \theta \sin ^{j+1} \theta\right) d \theta \\
& =\sqrt{h}\left(A_{0}+A_{1} \sqrt{h}+A_{2}(\sqrt{h})^{2}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& A_{0}=2 \sqrt{2}\left(a_{00}-c_{00}\right) \\
& A_{1}=\pi\left(a_{10}+b_{01}+c_{10}+d_{01}\right), \\
& A_{2}=\frac{4 \sqrt{2}}{3}\left(2 a_{20}-2 c_{20}+a_{02}-c_{02}+b_{11}-d_{11}\right) .
\end{aligned}
$$

So $M_{1}(h)$ has at most two zeros. And with proper parameters, $M_{1}(h)$ can have exactly two zeros.
If $M_{1}(h) \equiv 0$, we have

$$
\begin{align*}
& a_{00}=c_{00} \\
& a_{10}+b_{01}+c_{10}+d_{01}=0  \tag{4.2}\\
& 2\left(a_{20}-c_{20}\right)+\left(a_{02}-c_{02}\right)+\left(b_{11}-d_{11}\right)=0
\end{align*}
$$

Next we consider the second order Melnikov function, by Theorem 2.1, we simplify the formula as follows,

$$
\begin{align*}
M_{2}(h) & =2\left(\int_{\widehat{A_{0} B_{0}}} \psi^{+} \omega^{+}+\int_{\widehat{B_{0} A_{0}}} \psi^{-} \omega^{-}+\left(P^{+}\left(B_{0}\right)-\psi^{+} H_{y}^{+}\left(B_{0}\right)\right) \frac{1}{H_{y}^{+}\left(B_{0}\right)} \int_{\widehat{A_{0} B_{0}}} \omega^{+}\right.  \tag{4.3}\\
& \left.-\left(P^{-}\left(B_{0}\right)-\psi^{-} H_{y}^{-}\left(B_{0}\right)\right) \frac{1}{H_{y}^{+}\left(B_{0}\right)} \int_{\widehat{A_{0} B_{0}}} \omega^{+}\right) .
\end{align*}
$$

According to the definition of $\psi^{ \pm}(x, y)$, we have

$$
\begin{align*}
\psi^{+}(h, \theta) & =\int_{0}^{T^{+}(x, y)}\left(P_{x}^{+}+Q_{y}^{+}\right) d t \\
& =\int_{\frac{\pi}{2}}^{\theta} \sqrt{2 h}\left(2 a_{20} \cos \alpha+2 b_{02} \sin \alpha+a_{11} \sin \alpha+b_{11} \cos \alpha\right)+\left(a_{10}+b_{01}\right) d \alpha  \tag{4.4}\\
& =\sqrt{2 h}\left(-a_{11} \cos \theta-2 b_{02} \cos \theta+2 a_{20} \sin \theta+b_{11} \sin \theta-2 a_{20}-b_{11}\right) \\
& -\frac{\pi}{2}\left(a_{10}+b_{01}\right)+\left(a_{10}+b_{01}\right) \theta
\end{align*}
$$

As the same calculation, we obtain

$$
\begin{align*}
\psi^{-}(h, \theta) & =\int_{0}^{T^{-}(x, y)}\left(P_{x}^{-}+Q_{y}^{-}\right) d t \\
& =\int_{-\frac{\pi}{2}}^{\theta} \sqrt{2 h}\left(2 c_{20} \cos \alpha+2 d_{02} \sin \alpha+c_{11} \sin \alpha+d_{11} \cos \alpha\right)+\left(c_{10}+d_{01}\right) d \alpha  \tag{4.5}\\
& =\sqrt{2 h}\left(-c_{11} \cos \theta-2 d_{02} \cos \theta+2 c_{20} \sin \theta+d_{11} \sin \theta+2 c_{20}+d_{11}\right) \\
& +\frac{\pi}{2}\left(c_{10}+d_{01}\right)+\left(c_{10}+d_{01}\right) \theta
\end{align*}
$$

Substituting $B_{0}(h)=(0,-\sqrt{2 h})$ into (4.4) and (4.5) gives to

$$
\begin{equation*}
\psi^{+}\left(B_{0}\right)=-2 \sqrt{2 h}\left(2 a_{20}+b_{11}\right)-\pi\left(a_{10}+b_{01}\right), \quad \psi^{-}\left(B_{0}\right)=0 \tag{4.6}
\end{equation*}
$$

Similarly, substituting $B_{0}(h)=(0,-\sqrt{2 h})$ into $P^{+}(x, y), P^{-}(x, y)$ and $H_{y}^{+}(x, y)$, we have

$$
P^{+}\left(B_{0}\right)=2 a_{02} h-a_{01} \sqrt{2 h}+a_{00}, \quad P^{-}\left(B_{0}\right)=2 c_{02} h-c_{01} \sqrt{2 h}+c_{00}, \quad H_{y}^{+}\left(B_{0}\right)=-\sqrt{2 h}
$$

A routine computation with (4.3) gives rise to

$$
\begin{aligned}
M_{2}(h) & =2\left(\int_{\widehat{A_{0} B_{0}}} \psi^{+} \omega^{+}+\int_{\widehat{B_{0} A_{0}}} \psi^{-} \omega^{-}+\left(\frac{P^{+}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)}-\psi^{+}\left(B_{0}\right)-\frac{P^{-}\left(B_{0}\right)}{H_{y}^{+}\left(B_{0}\right)}\right) \int_{\widehat{A_{0} B_{0}}} \omega^{+}\right) \\
& =\sqrt{h}\left(B_{0}+B_{1} \sqrt{h}+B_{2}(\sqrt{h})^{2}+B_{3}(\sqrt{h})^{3}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
B_{0} & =4 \sqrt{2}\left(b_{00} c_{10}-a_{01} c_{00}+b_{00} d_{01}+c_{00} c_{01}+c_{10} d_{00}+d_{00} d_{01}\right), \\
B_{1} & =16\left(2 c_{00} c_{20}-b_{11} c_{00}+c_{00} d_{11}-2 a_{20} c_{00}\right)+\frac{\pi}{2}\left(4 c_{00} d_{02}-4 c_{20} d_{00}-3 c_{01} c_{10}\right. \\
& -4 a_{20} b_{00}+3 a_{01} c_{10}+3 a_{01} d_{01}-d_{10} d_{01}-d_{10} c_{10}+b_{10} c_{10}+b_{10} d_{01}-2 b_{00} b_{11} \\
& \left.-2 d_{00} d_{11}+2 c_{00} a_{11}+2 c_{00} c_{11}+4 c_{00} b_{02}-3 c_{01} d_{01}\right), \\
B_{2}= & -4 \sqrt{2} \pi\left(2 c_{10} c_{20}+2 c_{20} d_{01}+d_{11} c_{10}+d_{11} d_{01}-b_{11} d_{01}-2 a_{20} d_{01}-b_{11} c_{10}\right. \\
& \left.-2 a_{20} c_{10}\right)+\frac{4}{9} \sqrt{2}\left(d_{01} d_{02}+3 d_{10} d_{11}-5 c_{10} d_{02}-4 a_{11} c_{10}+12 c_{01} c_{20}-4 a_{11} d_{01}\right. \\
& +2 b_{20} d_{01}-6 a_{01} c_{20}-3 a_{01} c_{02}-5 b_{02} d_{01}-3 a_{01} d_{11}-3 b_{10} b_{11}+2 d_{20} d_{01}-3 a_{01} b_{11} \\
& -6 b_{01} b_{02}-4 c_{10} c_{11}-d_{01} c_{11}+2 b_{20} c_{10}+6 c_{01} d_{11}-6 a_{20} b_{10}+2 d_{20} c_{10}-3 a_{11} b_{01} \\
& \left.-6 a_{01} a_{20}-5 b_{02} c_{10}+3 c_{01} c_{02}+6 c_{20} d_{10}\right) \\
B_{3}= & \frac{32}{3}\left(4 c_{20} d_{11}-4 a_{20} c_{20}-2 a_{20} d_{11}-2 b_{11} c_{20}-b_{11} d_{11}+2 c_{02} c_{20}+4 c_{20}^{2}+c_{02} d_{11}\right. \\
& \left.+d_{11}^{2}-2 a_{20} c_{02}-b_{11} c_{02}\right)+\frac{\pi}{2}\left(2 b_{02} c_{02}+4 b_{02} c_{20}+2 b_{02} d_{11}-4 b_{02} a_{20}+2 a_{11} c_{20}\right. \\
& \left.+a_{11} d_{11}-d_{20} d_{11}-a_{11} b_{11}+a_{11} c_{02}-a_{11} a_{20}+c_{02} c_{11}+c_{11} c_{20}-d_{02} d_{11}-b_{20} b_{11}-3 b_{02} b_{11}-2 d_{20} c_{20}\right) .
\end{aligned}
$$

It is easy to see that $M_{2}(h)$ has at most three zeros, as we want to prove.
Consider system (4.1) with the following terms

$$
\begin{gathered}
P^{+}(x, y)=10+10 y-100 x+10^{3} x y+y^{2}+100 x^{2}, \\
Q^{+}(x, y)=-1+100 y+10 x+100 x y+y^{2}-10 x^{2}, \\
P^{-}(x, y)=10+y-x+x y+y^{2}+100 x^{2}, \\
Q^{-}(x, y)=1+y-x+100 x y+10 y^{2}-100 x^{2} .
\end{gathered}
$$

By directing calculation, $M_{1}(h) \equiv 0$ and

$$
M_{2}(h)=2 \sqrt{h}\left(-180 \sqrt{2}+10230 \pi \sqrt{h}-145184 \sqrt{2}(\sqrt{h})^{2}+\frac{133023 \pi}{2}(\sqrt{h})^{3}\right) .
$$

The zeros of $M_{2}(h)$ are equivalent to the zeros of $m_{2}(\sqrt{h})$, where

$$
\begin{equation*}
m_{2}(\sqrt{h})=-180 \sqrt{2}+10230 \pi \sqrt{h}-145184 \sqrt{2}(\sqrt{h})^{2}+\frac{133023 \pi}{2}(\sqrt{h})^{3} . \tag{4.7}
\end{equation*}
$$

It is obvious to see that $m_{2}(\sqrt{h})$ has at most three zeros, and with the help of Maple software, it is easy to calculate that the three zeros are

$$
\sqrt{h_{1}} \approx 0.00836376959, \quad \sqrt{h_{2}} \approx 0.1844154805, \quad \sqrt{h_{3}} \approx 0.7898442362,
$$

see Fig. 3 for the graph of $m_{2}(\sqrt{h})$ with the condition $M_{1}(h) \equiv 0$.


Fig. 3. The graph of $m_{2}(\sqrt{h})$ in (4.7).

This completes the proof.

## 5. Conclusion and Remarks

Consider a system as follows,

$$
\left\{\begin{array}{l}
\dot{x}=y+\sum_{i=1}^{N} \epsilon^{i} P_{i}^{+}(x, y),  \tag{5.8}\\
\dot{y}=-x+\sum_{i=1}^{N} \epsilon^{i} Q_{i}^{+}(x, y),
\end{array} \quad x>0, \quad\left\{\begin{array}{l}
\dot{x}=y+\sum_{i=1}^{N} \epsilon^{i} P_{i}^{-}(x, y), \\
\dot{y}=-x+\sum_{i=1}^{N} \epsilon^{i} Q_{i}^{-}(x, y),
\end{array} \quad x \leq 0,\right.\right.
$$

If $P_{i}^{+}(x, y)=P_{i}^{-}(x, y)$ and $Q_{i}^{+}(x, y)=Q_{i}^{-}(x, y)$, that is, the system is continuous. In [Iliev, 1999], for continuous quadratic perturbation of a linear center, it is shown that the maximum number of limit cycles is $0,1,1,2,2,3$, when $N=1,2,3,4,5,6$. Bautin in [Bautin, 1954] proved that, for continuous quadratic systems, it has at most three limit cycles near a focus or a center. Clearly, it can be found up to sixth order in $\epsilon$.

Furthermore, in [Buzzi et al., 2013], the authors consider systems for piecewise linear perturbations of a linear center, that is,

$$
P_{i}^{ \pm}(x, y)=a_{0 i}^{ \pm}+a_{1 i}^{ \pm} x+a_{2 i}^{ \pm} y, \quad Q_{i}^{ \pm}(x, y)=b_{0 i}^{ \pm}+b_{1 i}^{ \pm} x+b_{2 i}^{ \pm} y .
$$

They proved that the maximum number of limit cycles is $1,1,2,3,3,3,3$ when $N=1,2,3,4,5,6,7$, is the order of the Melnikov functions.

From Proposition 4.1 we can find three zeros of the second Melnikov function $M_{2}(h)$ up to the first order in $\epsilon$. In particular, consider system (5.8) with piecewise quadratic perturbation of a linear center up to second order in $\epsilon$, namely, $N=2$. According to Corollary 2.1, we can find that the maximum number of zeros (if $M_{1}(h) \equiv 0$ ) of the second Melnikov function $M_{2}(h)$ is 3 . Because the calculation is similar with Proposition 4.1, here we don't give the calculation process.

Consider a system as follows,

$$
\left\{\begin{array}{l}
\dot{x}=y(1+x)+\epsilon P(x, y),  \tag{5.9}\\
\dot{y}=-x(1+x)+\epsilon Q(x, y),
\end{array}\right.
$$

where $P(x, y)=\sum_{i+j=0}^{n} a_{i j} x^{i} y^{j}$ and $Q(x, y)=\sum_{i+j=0}^{n} b_{i j} x^{i} y^{j}$. The unperturbed system of (5.9) is formed by the linear center and a straight line of singular points. In [Llibre et al., 2001], the authors obtained that system (5.9) with $n=2$ and $a_{00}=b_{00}=0$, has 2 limit cycles by using averaging theory of first order. Later, Llibre and Yu [Llibre \& Yu, 2007] mentioned that system (5.9) with $a_{00}=b_{00}=0$, has at most
$2 n-1$ limit cycles by the averaging theory of second order. But the upper bound can not be reached for $n=1,2,3$. Specially, it has one limit cycle for $n=2$. In [Buică et al., 2007], Buică et al. proved that system (5.9) with $n=2$ has 2 and 3 limit cycles by Melnikov functions of the second and third order, respectively. In fact, when we only consider a piecewise quadratic perturbation of a linear center, just like system (4.1), we can find 3 limit cycles of (4.1) by the second order Melnikov function.

To the best of our knowledge, there are also many articles studying piecewise perturbations of quadratic isochronous systems. In [Llibre \& Mereu, 2014], the authors obtained 5 limit cycles using the averaging theory of first order. Recently, the authors in [da Cruz et al., 2019] proposed a piecewise perturbation of quadratic differential system separated by a straight line, they obtained that the lower bound is 16 by the averaging theory of first and second order and they proved the existence of 16 crossing limit cycles.

In summary, we derive a formula for the second order Melnikov functions of piecewise Hamiltonian systems. An example shows that piecewise quadratic perturbation can have more limit cycles by the second order Melnikov functions than the smooth ones.
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