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Coagulation-transport equations and the nested coalescents

Amaury Lambert †?, Emmanuel Schertzer†?

May 26, 2019

Abstract. The nested Kingman coalescent describes the dynamics of particles (called genes) con-

tained in larger components (called species), where pairs of species coalesce at constant rate and

pairs of genes coalesce at constant rate provided they lie within the same species. We prove that

starting from rn species, the empirical distribution of species masses (numbers of genes/n) at time

t/n converges as n→∞ to a solution of the deterministic coagulation-transport equation

∂td = ∂x(ψd) + a(t) (d ? d− d) ,

where ψ(x) = cx2, ? denotes convolution and a(t) = 1/(t + δ) with δ = 2/r. The most interesting

case when δ = 0 corresponds to an infinite initial number of species. This equation describes the

evolution of the distribution of species of mass x, where pairs of species can coalesce and each species’

mass evolves like ẋ = −ψ(x). We provide two natural probabilistic solutions of the latter IPDE and

address in detail the case when δ = 0. The first solution is expressed in terms of a branching particle

system where particles carry masses behaving as independent continuous-state branching processes.

The second one is the law of the solution to the following McKean-Vlasov equation

dxt = −ψ(xt) dt + vt ∆Jt

where J is an inhomogeneous Poisson process with rate 1/(t + δ) and (vt; t ≥ 0) is a sequence of

independent random variables such that L(vt) = L(xt). We show that there is a unique solution to

this equation and we construct this solution with the help of a marked Brownian coalescent point

process. When ψ(x) = xγ , we show the existence of a self-similar solution for the PDE which relates

when γ = 2 to the speed of coming down from infinity of the nested Kingman coalescent.

Keywords and phrases. Kingman coalescent; Smoluchowski equation; McKean-Vlasov equation;

degenerate PDE; PDE probabilistic solution; hydrodynamic limit; entrance boundary; empirical
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1. Introduction and informal description of the main results

1.1. The nested Kingman coalescent. The Kingman coalescent [19] is a stochastic process de-

scribing the dynamics of a system of coalescing particles, where each pair of particles independently

merges at constant rate. It originates from population genetics, where it is used to model the dy-

namics of gene lineages in the backward direction of time, thus generating a random genealogy.

This model can be enriched by embedding gene lineages into species (each gene belongs to a living

organism which in turn belongs to some species). Nested coalescents were recently introduced [9]

to model jointly the genealogy of the genes and the genealogy of the species. The nested Kingman

coalescent is the simplest example of a nested coalescent, where both the gene tree and the species

tree are given by (non-independent) Kingman coalescents:

• Each pair of species independently coalesces at rate 1, and when two species coalesce into

one so-called mother species, all the genes they harbor are pooled together into the mother

species (but do not merge). See Fig. 1.

• Conditional on the species tree, each pair of gene lineages lying in the same species inde-

pendently coalesces at rate c.

It is easy to see (and well-known) that∞ is an entrance boundary for the number of particles in the

Kingman coalescent, it is said that the Kingman coalescent comes down from infinity. It is further

known that for the Kingman coalescent started at ∞, called the standard coalescent, the number of
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particles Kt behaves as t→ 0 like the solution to

(1.1) ẋ = −x2/2, x0 = +∞

so that tKt converges to 2 a.s. [6]. In the nested Kingman coalescent starting from infinitely many

species containing infinitely many genes, the number of species behaves like 2/t and the mass of each

species decreases at the same speed, but is constantly replenished with the genes of other species

upon species coalescences. However, because of the domination by the standard coalescent, it is

reasonable to conjecture that each species at time t still carries of the order of 1/t genes, so that

the total number of genes at time t scales like 1/t2. This conjecture has been confirmed to hold in

a recent work [10].

Figure 1. The nested coalescent.

The starting point of this paper was the study of the distribution (rather than the total mass)

of species masses at small times in the nested Kingman coalescent, for arbitrary initial conditions.

This led us to a journey through Smoluchowski coagulation-transport PDEs and McKean-Vlasov

equations in which we develop new techniques that are interesting per se and could presumably be

applied to more general nested coalescents than the nested Kingman coalescent. We now describe

informally the main results of this work.
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For a random variable X, L(X) denotes the law of X. We let MF (R+) (resp., MP (R+)) denote

the set of finite measures (resp. probability measures) on R+.

Definition 1.1. We denote by H the set of increasing homeomorphisms ψ : R+ → R+. In partic-

ular, for any ψ ∈ H , ψ is continuous, ψ(0) = 0, ψ(x) > 0 for all x > 0 and limx→∞ ψ(x) = +∞.

The following (optional) condition ∫ ∞
1

dx

ψ(x)
<∞,

will be called Grey’s condition and sometimes abbreviated as
∫∞

1/ψ <∞.

1.2. Convergence to the Smoluchowski equation. We first consider a nested coalescent with a

large but finite number of initial species. More formally, we consider a sequence of nested Kingman

coalescents indexed by n. Let snt be the number of species at time t (in the model indexed by n).

Let Πn
t be the vector of size snt recording the number of gene lineages in each species. We call this

vector the genetic composition vector. We wish to investigate the dynamics of the distribution of

species masses on a time scale O(1/n) and rescaling the number of gene lineages by 1/n. Namely,

we define

(1.2) gnt =
1

snt

snt∑
i=1

δΠt(i)/n and g̃nt = gnt/n

that is, gn is the empirical distribution of the number of gene lineages per species renormalized by

n and g̃n is obtained from gn by rescaling time by n.

Result 1 (Theorem 5.1). Assume that there exist two deterministic quantities r ∈ (0,∞) and

ν ∈MP (R+) such that

(i)
sn0
n → r in L2+ε

(ii) g̃n0 =⇒ ν as n→∞ in the weak topology for finite measures.

Then the sequence of rescaled empirical measures (g̃nt ; t ≥ 0) converges to the unique solution of the

following IPDE (Integro Partial Differential Equation)

∂td(t, x) = ∂x(ψd)(t, x) +
1

t+ δ
(d ? d(t, x) − d(t, x)) t, x ≥ 0(1.3)

with initial condition d(0, x) dx = ν(dx). Here, d ? d(t, x) =
∫ x

0
d(t, x − y)d(t, y) dy denotes the

convolution product, ψ(x) = c
2x

2 and δ = 2/r.

Remark 1.2. The solution displayed in Result 1 is the unique “weak” solution of (1.3). The notion

of weak solution will be made precise in forthcoming Definition 1.8.

Remark 1.3. In [17], the authors studied a continuous time version of the Derrida-Retaux model

[12] where another transport-coagulation equation also emerges.
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The latter result provides a natural interpretation of the two terms on the RHS of (1.3). The

transport term is interpreted as the number of gene lineages inside each species obeying the as-

ymptotic dynamics (1.1) whereas the coagulation term is due to the coalescence of species lineages.

Finally, δ/2 = 1/r is the inverse of the initial population size. By a slight abuse of language, the

parameter δ will be referred to as the inverse population size in the rest of this manuscript.

Remark 1.4. Consider the coagulation-transport equation

∂tn = ∂x(ψn) +
1

2
n ? n − n̂(t)n,

where n̂(t) =
∫∞

0
n(t, x) dx. See e.g. [1, 30, 26] for studies on this class of equations. Here, pairs of

clusters coalesce at rate 1 and n(t, x) is the amount (rather than the density) of clusters of mass x

at time t. Then informal computations yield that ∂tn̂ = − 1
2 n̂

2, so that

n̂(t) =
2

t+ δ
with δ := 2/n̂(0).

Motivated by the previous heuristics, define d(t, x) = n(t, x) (t+δ)
2 so that the function d is interpreted

as the density of clusters of mass x at time t. Straightforward computations then show that d satisfies

(1.3). This gives an additional motivation for studying (1.3) and an additional justification for why

δ is called the inverse population size.

1.3. Coming down from infinity. Let us now motivate Equation (1.3) when δ = 0. Since δ is

interpreted as the inverse population size, this equation will be referred to as the infinite popula-

tion (∞-population) Smoluchowski equation. In the previous section, we started with a finite but

large population. Not surprisingly, the ∞-population Smoluchowski equation arises when the initial

number of species is infinite.

Result 2 (Theorem 5.5, Theorem 5.7). Consider a nested coalescent with the following two proper-

ties.

(i) s0 =∞

(ii) Each species contains at least one gene lineage.

Then the sequence of rescaled empirical measures (g̃nt ; t ≥ 0) converges to the unique weak ∞-

population solution of (1.3).

As an application of this result, we can derive the speed of coming down from infinity in the nested

coalescent. If ρt denotes the number of gene lineages at time t,

(1.4)
1

n2
ρt/n =⇒ 2

t

∫ ∞
0

xµ
(0)
t (dx) =

2E(Υ)

t2
<∞, as n→∞,

where Υ is a random r.v. which is characterized in Result 4 below.



6

Remark 1.5. As a special case of the previous statement, that is when all species initially contain

the same number of genes, we recover with (1.4) a special case of Theorem 1 in [10] (when sj ≡ ∞),

where the constant E(Υ) is characterized otherwise.

Remark 1.6. The ∞-population solution displayed in Result 2 is the unique weak solution of (1.3)

with δ = 0 (∞-population), which is “proper” , in a sense that it has a “non-degenerate” initial

condition, which will be made precise in forthcoming Definition 1.8.

Remark 1.7. Result 1 required us to “tune” the initial number of species and the number of gene

lineages per species in order to get a nondegenerate scaling limit at time t/n as n → ∞. Indeed,

according to Result 1(i)(ii), both quantities must be of order n. In contrast, a fact that stands out in

Result 2 is that the ∞-population equation arises without any delicate scaling. (Compare conditions

(i)(ii) in Result 1 and in Result 2.)

1.4. General coagulation-transport equation and solution classes. Motivated by the previ-

ous convergence results, we will consider (1.3) with a general depletion term ψ ∈ H . As already

discussed, Equation (1.3) describes the density of clusters of mass x, where pairs of clusters coalesce

at rate 1 (coagulation) and each cluster’s mass evolves like ẋ = −ψ(x) (transport). It will be referred

to as the Smoluchowski equation with (initial) inverse population size δ (and depletion term ψ). The

case δ = 0 corresponds to an infinite initial number of species. Note that this specific case raises

some important issues since (1.3) becomes degenerate at t = 0. (One of the main contributions of

the present work is to make sense of such a degeneracy – see below.)

In the next two sections, we will define two types of solution of the IPDE (1.3). (with a general

transport term.) Namely,

(1) The notion of weak solution which is the usual framework in the PDE literature and which

arose in our previous convergence results. See Definition 1.8;

(2) A more restrictive class of solutions that we call McKean-Vlasov solutions, and that relates

(1.3) to a natural McKean-Vlasov process describing the evolution of a ‘typical cluster’ in

the population. See Definition 1.12.

1.5. Weak solutions. In this section, we assume that ψ is the Laplace exponent of a spectrally

positive and (sub)critical Lévy process Y . Note that in particular ψ ∈ H . This choice of ψ should

encompass cases of interest regarding the descent from infinity of nested coalescents where the intra-

species coalescence mechanism is more general than the Kingman coalescent. See Section 1.7(3) for

a discussion on a natural conjecture extending the convergence results of the previous two sections

to general nested Λ-coalescents.
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Let us now proceed with the definition of weak solutions in the sense of measures. We are inter-

ested in solutions to (1.3) which have total mass 1 at all times, which implies that
∫∞

0
∂x(ψd)(t, x) dx =

0 or equivalently that limx→∞ ψ(x) d(t, x) = 0 (since ψ(0) = 0). To be more specific, we will say

that f is a test-function if and only if f ∈ C1(R+), and further f and ψf ′ are bounded. (Think of

f(x) = exp(−λx) for λ ≥ 0.) Integrating both sides of (1.3) with respect to such a test-function

f and performing an integration by parts yields the following definition in the spirit of [23], which

also follows the usual framework of the PDE literature.

Definition 1.8. Let δ > 0 and ν ∈MP (R+). We say that a probability-valued process (µt; t ≥ 0) is

a weak solution of (1.3) with initial condition ν if for every test-function f and every t ≥ 0

(1.5) 〈µt, f〉 = 〈ν, f〉 −
∫ t

0

〈µs, ψf ′〉 ds+

∫ t

0

1

s+ δ
(〈µs ? µs, f〉 − 〈µs, f〉) ds,

where we used the notation 〈µ, f〉 =
∫
R+ f(x)µ(dx) for any finite measure µ.

Let δ = 0. We say that a probability-valued process (µt; t > 0) is a weak solution of (1.3) if for

every test-function f and every s, t > 0:

(1.6) 〈µt, f〉 = 〈µs, f〉 −
∫ t

s

〈µu, ψf ′〉 du +

∫ t

s

1

u
(〈µu ? µu, f〉 − 〈µu, f〉) du,

• We say that the solution is a dust solution if and only if µt → δ0 in the weak topology as

t ↓ 0.

• We say that the solution is proper otherwise.

Remark 1.9. The previous terminology is borrowed from fragmentation theory [7].

Let (µt; t ≥ 0) be a weak solution to (1.3). In view of the convolution product in (1.3) and (1.5),

it is natural to consider the Laplace transform u(t, λ) of µt, namely

u(t, λ) =

∫
R+

e−λx µt(dx) λ, t ≥ 0.

Let Aψ denote the generator of the Lévy process Y with Laplace exponent ψ. Recall that by

definition

Eλ(exp(−xYt)) = e−λx+tψ(x) t, λ, x ≥ 0.

Taking f(x) = exp(−λx) in (1.5), we get (by Dominated Convergence if λ > 0, the final result being

trivial when λ = 0)

−〈µs, ψf ′〉 = λ

∫
[0,∞)

ψ(x) e−λxµs(dx) = λ
∂

∂t
∣∣t=0

∫
[0,∞)

e−λx+tψ(x)µs(dx),

so that by Fubini–Tonelli,
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− 〈µs, ψf ′〉 = λ
∂

∂t
∣∣t=0

∫
[0,∞)

Eλ(e−xYt)µs(dx)

= λ
∂

∂t
∣∣t=0

Eλ
∫

[0,∞)

e−xYtµs(dx) = λ
∂

∂t
∣∣t=0

Eλu(s, Yt) = λAψu(s, λ),

where it is implicit that Aψ acts on the second component of u.

Then this yields easily that the Laplace transform u(t, λ) satisfies the non-linear IPDE

(1.7) ∂tu = λAψu+ a(t)(u2 − u),

with initial condition u(0, λ) =
∫
R+ e

−λx ν(dx), where and a(t) = 1/(t+δ). In particular, it is crucial

that λAψ is the generator of the Continuous-State Branching Process (CSBP) Z with branching

mechanism ψ [22]. When γ = 2, Aψ acting on C2(R+) functions coincide with the differential

operator ∂2/∂2λ, Y is Brownian motion and Z is the Feller diffusion [14].

By a martingale approach, we can prove the uniqueness (under mild, natural conditions) of the

solution of (1.7) when λAψ is replaced with any generator A of a non-negative Feller process and a

is a general continuous function.

Result 3 (Theorem 2.4, Theorem 2.7, Theorem 4.2). Assume that ψ is the Laplace exponent of a

spectrally positive and (sub)critical Lévy process.

(δ > 0) There exists a unique weak solution solution to (1.3) with initial condition ν.

(δ = 0) Assume that ψ satisfies Grey’s condition, i.e.., that
∫∞

1/ψ <∞. Then

• There exists a unique proper solution. See Theorem 2.7(ii) for a probabilistic expression

of the solution.

• In the stable case (when ψ(x) = cxγ), there exist infinitely many dust solutions.

Remark 1.10. The existence of infinitely many dust solutions is reminiscent of a similar behavior

for the Boltzmann equation [31].

Result 4 (Theorem 2.8). Let ψ(x) = cxγ with γ ∈ (1, 2]. (The case γ = 2 corresponds to the nested

Kingman coalescent.) The proper solution (µt; t > 0) is self-similar in the sense that there exists a

r.v. Υ such that

∀t > 0, µt = L
(
t−βΥ

)
, where β :=

1

γ − 1
.

Further,

(1) With h(x) = E(exp(−xΥ)) then h is the unique solution of the ODE described in (2.19).
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(2) −h′(0) = E(Υ) <∞ can be expressed as the measure of mass extinction under the 0-entrance

measure of a branching CSBP with branching mechanism ψ. See also Theorem 2.8(ii) for a

detailed description of Υ in terms of a Branching CSBP.

Remark 1.11. The variable Υ also arises in the study [10] of the speed of coming down from

infinity of the nested Kingman coalescent. However, Υ is not characterized in terms of an IDE or

an excursion measure (as in items (1) and (2) of Result 4). Instead, it is characterized as the fixed

point of a distributional transformation. (see Theorem 1 and Eq (1) in [10].)

1.6. McKean-Vlasov (MK-V) equation. Recall that in Section 1.5, we have restricted our at-

tention to the case where ψ is the Laplace exponent of a Lévy process. In this section, we only assume

that ψ ∈H . (Additional assumptions will be needed when considering uniqueness in∞-population

regime.)

Let us now consider the McKean–Vlasov equation

(1.8) dxt = −ψ(xt) dt + vt ∆J
(δ)
t , L(x0) = ν

where J (δ) is an inhomogeneous Poisson process with rate 1/(t + δ) at time t, and (vt; t ≥ 0) is a

sequence of independent random variables (indexed by R+) with the property that L(vt) = L(xt),

and ν ∈MP (R+).

Result 5 (Theorem 3.4, Corollary 3.5). For any ψ ∈ H and δ > 0, there exists a unique solution

to MK-V (1.8) with initial condition ν ∈MP (R+).

Informally, one can think of (xt; t > 0) as the evolution of the mass of a focal cluster in the

population: mass is depleted at rate ψ(xt) and upon coalescence, occurring at rate 1/(t + δ), the

cluster gains a mass with law L(xt), i.e., the cluster (or species) gains a random mass whose law is

the one of another ‘typical’ and independent cluster at time t.

It is straightforward to check from Itô’s formula that (µt := L(xt); t ≥ 0) is also a weak solution

of (1.3) with inverse population size δ and initial measure ν (in the sense of Definition 1.8). See

Lemma 3.2 for more details. This motivates the following definition.

Definition 1.12. Let δ > 0 and ν ∈ MP (R+). We say that (µt; t > 0) is a MK-V solution of the

Smoluchowski equation (1.3) if and only if (µt; t ≥ 0) is the law of a solution to the MK-V equation

(1.8) (with the same parameters). Note that any MK-V solution is also a weak solution of the IPDE,

and as a consequence, the class of MK-V solutions is smaller than its weak counterpart.

In Section 3, we study the solutions to the MK-V equation when δ > 0 under minimal assumptions

on ψ. In particular, we show that the solution can be constructed naturally from the Brownian
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Coalescent Point Process (CPP) of Popovic [24]. This construction is reminiscent of the construction

of the solution to the classical Smoluchowski equation when the coagulation kernel K is equal to 1

[3]. This explicit representation will allow us to develop some coupling techniques to investigate the

∞-population regime (δ = 0) and the long-time behavior of the solution to (1.3) when δ > 0. (We

also note that at the intuitive level, our representation of MK-V solutions in terms of the CPP can

be understood in the light of [21] where it is shown that the Kingman coalescent at small scales can

be described in terms of the CPP. In our setting the CPP describes the limiting species coalescent.)

Let us now consider the∞-population MK-V equation in more detail. More precisely, we consider

(1.8) when δ = 0 and with no prescription of the initial condition. Analogously to Definition 1.8, we

can define proper and dust solutions for the ∞-population MK-V equation. By arguing as before,

if (xt, t > 0) is a proper (resp., dust) solution to MK-V, then (µt := L(xt), t > 0) is a proper (resp.,

dust) solution to the Smoluchowski equation (1.3). In the same vein as Definition 1.12, the law of

such processes will be referred to as solutions of the IPDE in the MK-V sense.

Result 6 (Proposition 4.4, Theorem 4.1, Theorem 4.2). Assume that δ = 0 and assume that ψ ∈H

satisfies Grey’s condition and is convex. Then

(1) There exists at least one proper solution to the ∞-population MK-V equation.

(2) In the stable case ψ(x) = cxγ with γ > 1, there is a unique proper solution (x
(0)
t ; t ≥ 0).

Further, this process is self-similar in the sense that

L
(
x

(0)
t

)
= L

(
t−βΥ

)
.

where Υ is a positive random variable (depending implicitly on c and γ).

(3) In the stable case, there exists infinitely many dust solutions.

Remark 1.13. Note that in the finite population case (δ > 0) the uniqueness of the MK-V solution

advertised in Result 5 holds for any ψ ∈ H while in the ∞-population case (δ = 0), we have only

been able to show uniqueness of the proper solution for ψ(x) = cxγ with γ > 1 (Result 6). We

nevertheless conjecture that it holds in the general case.

Remark 1.14. When γ ∈ (1, 2], the definition of Υ in Results 4 and 6 must coincide. This follows

from the fact that any solution in the MK-V sense must be a solution in the weak sense, and the

uniqueness of a weak proper solution when γ ∈ (1, 2]. See Result 3.

Result 7 (Theorem 4.13). Let γ > 1 and recall β = 1/(γ − 1). Assume that ψ(x) = cxγ . Let

ν ∈MP (R+) such that ν 6= δ0 and let x(δ) be the MK-V solution with inverse population size δ > 0

and initial probability measure ν. Then

lim
t→∞

tβ x
(δ)
t = Υ, in law
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where Υ is defined in Result 6. In particular, this shows that as t→∞, the typical mass of a cluster

goes to 0 as O(t−β).

1.7. Discussion and conjectures. We have called ‘infinite population regime’ the case where the

coagulation term becomes degenerate at t = 0. The uniqueness of solutions to the Smoluchowski

equation that we obtain in these cases in the apparent absence of an initial condition is actually due

to the fact that this initial condition can be seen as a Dirac mass at ∞, which ‘comes down from

infinity’, in the sense that µt is a probability measure on [0,∞) at any positive time t.

In this regard, Grey’s condition
∫∞

1/ψ <∞ is not anecdotal. It ensures that ẋ = −ψ(x) comes

down from infinity, so that in the Smoluchowski equation, the antagonism between mass transport

towards 0 and the increase of mass by coagulation is dominated by the transport term, in such a way

that the mass distribution over species converges to the Dirac mass at 0 as t → ∞. We conjecture

that when 1/ψ is not integrable at ∞, coagulation overwhelms transport, in such a way that the

mass distribution concentrates around large masses as t → ∞. We further conjecture that in this

case, our results concerning uniqueness of solutions in the infinite population regime will not hold

any longer.

In addition to the previous remarks, and in view of our results, it is natural to make the additional

following conjectures.

(1) The notion of weak and MK-V solutions coincide. (We only showed that if (xt; t ≥ 0) is a

solution to MK-V, then (L(xt); t ≥ 0) is a weak solution.)

(2) There exists a unique proper weak and MK-V solution for any convex ψ ∈ H satisfying

Grey’s condition.

(3) Let Λ be a finite measure on [0, 1]. Results 1 and 2 concerning the convergence of the

rescaled distribution of species masses at small times to the solution of the Smoluchowski

equation extends to the case when the genes undergo a Λ-coalescent process coming down

from infinity (and the species still undergo a Kingman coalescent) to the same Smoluchowski

equation where ψ(λ) = cλ2 is replaced with

(1.9) ψ(λ) =

∫
(0,1]

(e−λr − 1 + λr) r−2Λ(dr),

which is the Laplace exponent of a spectrally positive Lévy process. This is due to the fact

that in the standard Λ-coalescent coming down from infinity, the number of lineages obeys

the asymptoticdynamics ẋ = −ψ(x) [5, 4].

(4) The entrance law at∞ (in the sense that the number of species at time t goes to∞ as t ↓ 0)

of the nested Kingman coalescent is unique.
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(5) Recall the notion of dust solution of Definition 1.8. For a given dust solution, we conjecture

the existence of a scaling such that the nested Kingman coalescent converges to this solution.

(6) For the sake of simplicity, we only considered in the manuscript a Kingman species coalescent.

For a general Λ-coalescent, we expect the same type of results to hold. More precisely, the

coagulation term in the IPDE should be replaced the coagulation kernel described in [8]

Proposition 3.

2. Weak solutions and branching CSBP

2.1. Main assumptions. In this section, we consider the case where ψ is of the form

ψ(x) = ax+ bx2 +

∫
(0,∞)

(exp(−rx)− 1 + rx)π(dr)

where b ≥ 0, π is a σ-finite measure on (0,∞) such that
∫
R+(r∧ r2)π(dr) <∞, and a = ψ′(0+) ≥ 0,

so that ψ ∈H is the Laplace exponent of a spectrally positive (sub)critical Lévy process Y with

E0(exp(−λYt)) = etψ(λ) t, λ ≥ 0.

In particular, we can recover the case ψ(x) = cx2 by taking π = 0 and we can recover the cases

ψ(x) = cxγ for γ ∈ (1, 2) by taking b = 0 and the jump measure of the form π(dx) = c̄
xγ+1 , where c̄

is some positive constant. Note that under our assumptions, for any t0 ∈ R and x0 > 0, there exists

a unique solution (v(t); t ≥ t0) to the ODE

v̇ = −ψ(v), v(t0) = x0,

and that limt→∞ v(t) = 0.

2.2. Laplace transform of weak solutions. We let Aψ denote the generator of the Lévy process

Y . There is a Feller process with generator A given by Af(λ) = λAψf(λ), also known as the

CSBP (Continuous State Branching Process) with branching mechanism ψ. For any µ ∈ MF (R+),

f(λ) =
∫
R+ exp(−λx)µ(dx) is in the domain of the generator A, and further

∀λ ≥ 0, Af(λ) = λ

∫
R+

ψ(x) exp(−λx)µ(dx).

Let us now consider (µt; t ≥ 0) a weak solution of the Smoluchowski equation and set

u(t, λ) =

∫
R+

e−λx µt(dx) λ, t ≥ 0.

We have proved after Remark 1.9 that u satisfies (1.7) for all λ > 0 and t ≥ 0, that is,

∂tu = Au+ a(t)(u2 − u),

with initial condition u(0, λ) =
∫
R+ e

−λx ν(dx), where a(t) = 1/(t+ δ).
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In the next subsection, we recall some well-known facts on the CSBP with branching mechanism

ψ. Then we introduce a closely related object: the branching CSBP. In Subsection 2.5, we prove

that there exists a unique weak solution to (1.3) which can be expressed in terms of a branching

particle system. In Subsection 2.6, we focus on proper weak solutions in the infinite population of

the Smoluchowski equation (1.3). In Subsection 2.7, we provide additional results in the stable case

ψ(λ) = cλγ for γ ∈ (1, 2].

2.3. Continuous-state branching processes (CSBP). We collect here known results about

CSBP. See e.g., [13] or Section 2.2.3. in [20].

A CSBP Z = (Zt; t ≥ 0) is a Feller process with values in R+ with the branching property, namely

if Px denotes the law of Z started at x ≥ 0, then Px ? Py = Px+y. It is well-known [22, 11], that

CSBPs are in one-to-one correspondence with Lévy processes with no negative jumps via several

different bijections, including a random time-change known as Lamperti’s transform. If ψ is the

Laplace exponent of such a Lévy process Y (assumed to be critical or subcritical), then the CSBP

Z associated with Y is called the CSBP with branching mechanism ψ and the generator A of Z is

given by

Af(λ) = λAψf(λ) λ ≥ 0,

for any f in the domain of the generator Aψ of Y . Further,

(2.10) Ex(exp(−λZt)) = exp(−xut(λ)), u̇ = −ψ(u), u0 = λ.

where u̇ = −ψ(u) will be a shorthand for ∂tu(t, λ) = −ψ(u(t, λ)). Note that by the branching

property, 0 is an absorbing state for Z. It is accessible if and only if 1/ψ is integrable at ∞ (Grey’s

condition [16]). We then denote by T0 the first hitting time of 0 by Z.

By the branching property, the law of Zt is infinitely divisible. More specifically, if Grey’s con-

dition is fulfilled, then under Px, Zt is equal to the sum
∑
i Z

(i)
t , where (Z

(i)
t ) are the atoms of a

Poisson point process with intensity measure xN , where N is a σ-finite measure on the set of càdlàg

processes started at 0 and with non-negative values. We will call N the entrance measure at 0 of

the CSBP. Exactly as Ex, N is a measure on the space of non-negative càdlàg paths, except that

it has infinite mass. As we will now see, for any ε > 0, the infinite mass comes from the subset of

paths which return to 0 within times smaller than ε. For any λ ≥ 0, by the exponential formula for

Poisson point processes,

(2.11) Ex(exp(−λZt)) = exp
(
−xN

(
1− e−λZt

))
,

and so for any measurable functional of paths G such that |G| ≤ KT0 for some K,

(2.12) lim
x↓0

x−1Ex(G) = N(G) <∞.
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Note as announced that N(T0 > t) <∞ for all t > 0.

2.4. Duality between a branching and a coalescing particle system. In this section, we fix

t an ultrametric binary tree with n labelled leaves and depth T (i.e., the distance from the root to

each leaf is T ). We let Nt(t) denote the number of points in t at time t, i.e., at distance t from

the root. We will now introduce two particle systems, a coalescing particle system initialized at the

leaves of t and a branching particle system initialized at the root of t.

Let us first introduce the coalescing particle system. We start by assigning a mark λi ≥ 0

to the leaf of the tree t labelled by i. Then we let the marks propagate from the leaves to the

root according to the following rules: (i) along each branch, the marking evolves according to the

deterministic dynamics ẋ = −ψ(x), and (ii) when two branches merge, we add the corresponding

two marks. We call F (t, λ) the resulting mark at the root.

Now, we consider a system of branching particles with random mass running along the branches

of the tree, from the root to the leaves, according to the following rules: (i) we start with one particle

at the root, (ii) at each branching point the incoming particle, carrying say mass x, duplicates into

two copies of itself, one copy for each branch, each with mass x, and (iii) along each branch, the

mass of the particle on that branch evolves independently according to a CSBP with branching

mechanism ψ. See Fig. 2.

Let Qt

x denote the law of the branching particle system started with one particle with mass x at

time 0 and let Zt

t = (Zit)1≤i≤Nt(t) denote the masses carried by the particles at time t. Finally, as

a direct consequence of the branching property, it is not hard to see that Zt is infinitely divisible,

and as for a simple CSBP, under Grey’s condition, Zt under Qt

x can be decomposed into a Poisson

sum of elementary processes starting from 0 with intensity measure xMt, where Mt is the entrance

measure at 0 of Zt. In view of (2.12), we have

Mt(G) = lim
x↓0

x−1Qt

x(G)

for any measurable functional of paths G such that |G| ≤ KT0 for some K (where here T0 is the

extinction time of the particle on the root edge of t, set to +∞ if the particle splits before going

extinct).

Now analogously to (2.10), there exists a nice characterization of the Laplace transform of Zt

t .

Proposition 2.1. For any non-negative numbers x and (λi)1≤i≤n,

(2.13) Ex
(
exp(−λ · Zt

T )
)

= exp(−xF (t, λ)),

with the notation λ · Zt

T =
∑n
i=1 λiZ

i
t . Under Grey’s condition, we additionally have

(2.14) Mt(1− exp(−λ · Zt

T )) = F (t, λ).
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Backward flow of 
marks along the 
tree (leaves to 
roots)

Forward 
branching 
CSBPs along 
the tree

Figure 2. Duality between branching CSBPs and the coalescing particle system

Proof. Using (2.10), it is straightforward to get (2.13) by induction on the number of nodes of the

tree. Under Grey’s condition, analogously to (2.11), we have

Ex
(
exp(−λ · Zt

T )
)

= exp
{
−xMt(1− exp(−λ · Zt

T ))
}
,

which yields (2.14). �

2.5. Smoluchowski equation in finite population. Let Pt denote the semigroup and A the in-

finitesimal generator of a time-homogeneous Feller process Z with values in [0,∞). We are interested

in the case when Af(λ) = λAψ(λ) but do not immediately restrict our study to this case. Let EA
be the space of continuous functions f : [0,∞) → [0, 1] such that Af is a well-defined continuous,

bounded function on (0,∞) and f(Zt)−
∫ t

0
Af(Zs) ds is a martingale (or equivalently t 7→ Ptf(x) is

differentiable at 0 with derivative Af(x) for all x ≥ 0). Further let E ′A be the space of two-variable

continuous functions f : [0,∞)× [0,∞)→ [0, 1] such that f(t, ·) ∈ EA and f(·, x) ∈ C1.

Let a : [0,∞)→ [0,∞) be a continuous map and fix T > 0. Let us consider a time-inhomogeneous

system of branching particles, where each particle carries an individual mass evolving like the process

Z and each particle independently gives birth at rate ã(t) = a(T − t) (at time t) to a copy of itself

(i.e., a branching particle with mass x splits into two particles, each with mass x). Let Zt denote
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the state of this system (e.g., its empirical measure) at time t, assumed to be càdlàg. We assume

that the system starts at time 0 with one particle carrying mass x, and we then let QTx denote the

law of Z up to time T . We also let Nt denote the number of particles at time t and by (Zit)1≤i≤Nt

the masses carried by these particles.

Remark 2.2. Let t be an ultrametric tree with depth T . When Af(λ) = λAψ(λ), and if we condition

on the genealogy of the process up to T to be t, the process Z coincides with Zt as defined in the

previous section.

Lemma 2.3. For any g ∈ EA there is at most one solution u ∈ E ′A to the PDE (or IPDE)

∂tu = Au + a(t)(u2 − u),(2.15)

with initial condition u(0, x) = g(x). Further, if such a solution exists, it must be of the following

form

u(T, x) = QTx

(
NT∏
i=1

g(ZiT )

)
T > 0, x ≥ 0

Before proving this lemma, we wish to state the relevant corollary regarding weak solutions

to (1.3), taking A in the previous lemma equal to the generator of the CSBP Z with branching

mechanism ψ.

Theorem 2.4. Assume that ψ is the Laplace exponent of a (sub)critical spectrally positive Lévy

process.

(i) There exists a unique weak solution (µt; t ≥ 0) to the Smoluchowski equation (1.3) with

initial distribution ν and inverse population δ > 0.

(ii) For any T ≥ 0, µT is equal to the law of F (T, (Wi); 1 ≤ i ≤ NT (T)), where T is the

time-inhomogeneous tree started at 0 with one particle, stopped at time T and with birth rate

ã(t) = 1/(T − t+ δ), the (Wi) are iid with law ν.

Proof. Let us apply Lemma 2.3 with A defined by Af(λ) = λAψ(λ) the generator of the CSBP Z

with branching mechanism ψ and a(t) = 1
t+δ . Then Equation (2.15) is the same equation as (1.7),

with initial condition g(λ) =
∫
R+ e

−λx ν(dx), which we can write

g(λ) = E(exp(−λW )),

where W denotes a random variable with law ν. Note that g takes values in [0, 1]. Let us check that

g ∈ EA. Recall that for any f of the form f(λ) =
∫
R+ exp(−λx)µ(dx), f is in the domain of A, and

further Af(λ) = λ
∫
R+ ψ(x) exp(−λx)µ(dx). This shows that

Ag(λ) = λ

∫
R+

ψ(x) exp(−λx)ν(dx),
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so that Ag is a well-defined continuous function on (0,∞) (since ψ increases at most polynomially

at ∞). In addition, it is well-known (see e.g. [11]) that

e−xZt − ψ(x)

∫ t

0

Zs e
−xZs ds

is a martingale for any x ≥ 0, so by integrating x with respect to the probability measure ν, we get

that g(Zt) −
∫ t

0
Ag(Zs) ds is also a martingale. By dominated convergence, Ag vanishes at ∞ and

so is bounded and we conclude that g ∈ EA. So by Lemma 2.3 there is at most one solution v ∈ E ′A
to (1.7) given by

v(T, λ) = QTλ

(
NT∏
i=1

g(ZiT )

)
.

Now let (µt; t ≥ 0) be a weak solution to the Smoluchowski equation (1.3) and set

u(t, λ) =

∫
R+

e−λx µt(dx) λ, t ≥ 0.

Recall that u satisfies (1.7) with initial condition u(0, λ) = g(λ). The exact same reasoning used to

prove that g ∈ EA shows that u(t, ·) ∈ EA for all t, and because u satisfies (1.7),

∂tu(t, λ)− a(t)(u2 − u)(t, λ) = λAψu(t, λ) = λ

∫
R+

ψ(x) exp(−λx)µt(dx),

which is continuous in t. Since a is continuous, we get that u(·, λ) is of class C1 and so u ∈ E ′A. This

shows that u = v, so that

u(T, λ) = QTλ

(
NT∏
i=1

E(exp(−ZiTWi)|ZiT )

)
= E

[
QTλ

(
exp

(
−

NT∑
i=1

WiZ
i
T

))]
,

where E is the expectation taken with respect to the (Wi), which are independent copies of W (and

we have applied Fubini–Tonelli Theorem). From (2.13), we get

u(T, λ) = E

[
QTλ

(
exp

(
−

NT∑
i=1

WiZ
i
T

))]
= ET [exp (−λF (T, (Wi); 1 ≤ i ≤ NT (T)))] ,

where now ET is the expectation taken with respect to the Yule tree T with branching parameter

ã(t) = 1/(T − t+ δ) stopped at time T and the iid random variables (Wi). It follows that∫
R+

e−λxµT (dx) = u(T, λ) = E [exp (−λF (T, (Wi); 1 ≤ i ≤ NT (T)))] ,

and by the injectivity of the Laplace transform, µT is the law of F (T, (Wi); 1 ≤ i ≤ NT (T)).

For the sake of completeness, in Appendix A we check that µT defined as F (T, (Wi); 1 ≤ i ≤

NT (T)) indeed is solution to (1.3). (As a matter of fact, the existence of a weak solution will be

proved in the MK-V section (see Theorem 3.4) and thus checking that µ is indeed a weak solution

is not formally needed.) �
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Proof of Lemma 2.3. Recall that Pt denotes the semigroup of Z. We will use the notation Ex to

denote the expectation associated with its law when started from x. We extend the semigroup and

generators by defining for any f ∈ E ′A,

P̄sf(t, x) = Ex(f(t+ s, Zs)) and Āf(t, x) = Af(t, x) + ∂tf(t, x),

so that in particular,

lim
ε↓0

1

ε

(
P̄εf(t, x)− f(t, x)

)
= Āf(t, x).

Let u ∈ E ′A be a solution to (2.15) with initial condition g. Fix T > 0 and recall the system of

branching particles defined before the statement of the lemma. Because the dynamics of the system

are time-inhomogeneous, we will need to denote by QTt,x the law of Z when started with one single

particle with mass x at time t. In particular, QTx = QT0,x. Let Ft denote the σ-field generated by

Zt. Fix T > 0 and set Zu the (Ft)-adapted process given by

∀t ∈ [0, T ], Zut =

Nt∏
i=1

ũ(t, Zit), where ũ(t, x) := u(T − t, x),

Nt is the number of particles present at time t and Zit is the mass of particle i (note from the

definition of Zut that it does not depend on the labelling chosen).

We aim at proving that QTx (Zut ) is constant as a function of t. Let t, ε such that 0 ≤ t ≤ t+ε ≤ T .

Conditional on Ft, denote by τi time when the i-th particle splits, i = 1, . . . , Nt. Then by the

branching property,

QT (Zut+ε | Ft) = P(τi > t+ ε,∀i)
Nt∏
i=1

EZit (ũ(t+ ε, Zε))

+

Nt∑
j=1

P(τi > t+ ε, ∀i 6= j)

∫ t+ε

t

P(τj ∈ dv) EZjt
(QTv,Zv (Zut+ε)2)

∏
i 6=j

EZit (ũ(t+ ε, Zε)) + Cε,

where Cε ≤ P(Bε ≥ 2), with

Bε := #{i ≤ Nt : t ≤ τi ≤ t+ ε}.

Now Bε is a binomial random variable with parameters Nt and uε := 1− e−
∫ t+ε
t

ã(u) du, so

P(Bε ≥ 2) ≤ Nt(Nt − 1)

2
u2
ε ≤ N2

tM
2ε2,
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where M := supt∈[0,T ] a(t). Re-arranging, we get

1

ε
(QT (Zut+ε | Ft)−Zut ) =

1

ε

(
Nt∏
i=1

EZit (ũ(t+ ε, Zε))−Zut

)

+
1

ε
(1− e−Nt

∫ t+ε
t

ã(u) du)

Nt∏
i=1

EZit (ũ(t+ ε, Zε))

+
e−(Nt−1)

∫ t+ε
t

ã(u) du

ε

Nt∑
j=1

∫ t+ε

t

ã(v)dv e−
∫ v
t
ã(u) duEZjt

(QTv,Zv (Zut+ε)2)
∏
i 6=j

EZit (ũ(t+ ε, Zε))

+
1

ε
Cε.

Because u ∈ E ′A and a is continuous, the right-hand side of the last equality converges as ε ↓ 0 to

Nt∑
i=1

(Āũ(t, Zit))
∏
j 6=i

ũ(t, Zjt )− ã(t)NtZut + ã(t)

Nt∑
j=1

ũ(t, Zjt )Zut

=

Nt∑
i=1

∏
j 6=i

ũ(t, Zjt )

 [
Āũ(t, Zit))− ã(t) ũ(t, Zit)(1− ũ(t, Zit))

]
.

Now the last quantity is zero because for any x

Āũ(t, x)− ã(t) ũ(t, x)(1− ũ(t, x))

= Au(T − t, x)− ∂tu(T − t, x)− a(T − t)u(T − t, x)(1− u(T − t, x)),

which is zero by (2.15). So we have proved

lim
ε↓0

1

ε
(QT (Zut+ε | Ft)−Zut ) = 0.

We would now like to take expectations inside the limit. Since u and so Zu take values in [0, 1], we

first have ∣∣∣∣1ε (QT (Zut+ε | Ft)−Zut )

∣∣∣∣ ≤
∣∣∣∣∣1ε
(
Nt∏
i=1

P̄εũ(t, Zit)−Zut

)∣∣∣∣∣+ 2MNt +N2
tM

2ε.

Now because Āũ = a(t)(ũ− ũ2), Āũ takes values in [0,M ], and since

P̄εũ(t, x)− ũ(t, x)

ε
=

1

ε

∫ ε

0

P̄sĀũ(t, x) ds,

we get

0 ≤ P̄εũ(t, x)− ũ(t, x)

ε
≤M.

So we can write

1

ε

(
Nt∏
i=1

P̄εũ(t, Zit)−Zut

)
=
H(ε)−H(0)

ε



20

where

H(ε) =

Nt∏
i=1

(xi + εyi),

with xi = ũ(t, Zit) and yi =
P̄εũ(t,Zit)−ũ(t,Zit)

ε , so that 0 ≤ xi ≤ 1 and 0 ≤ yi ≤ M . This shows that

for any z ∈ [0, ε]

0 ≤ H ′(z) ≤ H ′(ε) =

Nt∑
i=1

yi
∏
j 6=i

(xj + εyj) ≤ NtM(1 + εM)Nt−1.

Then by the Mean Value Theorem∣∣∣∣∣1ε
(
Nt∏
i=1

P̄εũ(t, Zit)−Zut

)∣∣∣∣∣ =

∣∣∣∣H(ε)−H(0)

ε

∣∣∣∣ ≤ NtM(1 + εM)Nt−1.

Finally we get∣∣∣∣1ε (QT (Zut+ε | Ft)−Zut )

∣∣∣∣ ≤ NtM(1 + εM)Nt−1 + 2MNt +N2
tM

2ε =: St(ε).

Since under QTx , Nt is dominated by the number of lineages at time t in a Yule process with birth

rate M started at 1, it is geometrically distributed and so there is ε0 such that for any ε ∈ [0, ε0],

St(ε) ≤ St(ε0) and E(St(ε0)) <∞. Then the Dominated Convergence Theorem ensures that

lim
ε↓0

1

ε
(QTx (Zut+ε)−QTx (Zut )) = 0.

This proves that QTx (Zut ) is constant as a function of t, so that

u(T, x) = QTx (Zu0 ) = QTx (ZuT ) = QTx

(
NT∏
i=1

u(0, ZiT )

)
= QTx

(
NT∏
i=1

g(ZiT )

)
= v(T, x),

which yields the announced result. �

Remark 2.5. By the branching property,

v(T + ε, x)− v(T, x) = −v(T, x) +QT+ε
x

NT+ε∏
i=1

g(ZiT+ε), Nε = 1

+ a(T )ε v(T, x)2 + o(ε)

= −v(T, x) + (1− a(T )ε)Ex(v(T,Zε)) + a(T )ε v(T, x)2 + o(ε)

= Ex(v(T,Zε))− v(T, x) + a(T )ε (v(T, x)2 − v(T, x)) + o(ε).

So for any t, x ≥ 0,

lim
ε↓0

(v(t+ ε, x)− v(t, x))− (Pεv(t, x)− v(t, x))

ε
= a(t) (v(t, x)2 − v(t, x)).

If we could prove that v(·, x) is of class C1 or that v(t, ·) ∈ EA, then the RHS would equal ∂tv − Av

and v would indeed be solution to (2.15).
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2.6. Proper solutions for the ∞-population Smoluchowski equation. In addition to the

assumptions of Theorem 2.4, we now assume Grey’s condition. Under this assumption, 0 is accessible

and since Y is assumed to be (sub)critical

Px(T0 <∞) = 1 x ≥ 0,

where we recall that T0 = inf{t ≥ 0 : Zt = 0}.

As in the proof of Theorem 2.4, we start with a general lemma, which is the∞-population analog

of Lemma 2.3. We make the same general assumptions with the notable difference that we only

assume that a is only defined on (0, T ). We denote by TM the time of mass extinction of the

branching particle system with birth rate ã defined on [0, T ), i.e., the first time when all particles

carry zero mass. Under QTx , we denote by M the event {TM < T}.

Lemma 2.6. Assume that
∫

(0,T )
a(t) dt = ∞. Then there exists a unique solution u ∈ E ′A to the

PDE (or IPDE)

∂tu = Au + a(t)(u2 − u)(2.16)

defined for t > 0, such that lim supt↓0 supy∈[x,∞) u(t, y) < 1 for all x > 0 and u(t, 0) = 1 for all

t > 0. This solution is given for any T > 0 by

u(T, x) = QTx (M ).

Before proving this lemma, we wish to state the relevant corollary regarding proper (weak) so-

lutions to (1.3) when A = λAψ. Recall Mt is the entrance measure at 0 of the branching particle

system conditional on the genealogy t, where particle masses evolve like the CSBP Z with branching

mechanism ψ (and at each branching event in t, the particle with mass x undergoing division, splits

into two particles, each with mass x).

Theorem 2.7. Let ψ be the Laplace exponent of a spectrally positive and (sub)critical Lévy process

such that 1/ψ is integrable at ∞. Then

(i) There exists a unique proper weak solution (µt; t > 0) to the Smoluchowski equation (1.3).

(ii) For any T > 0, µT is the law of MT(M c), where T is the time-inhomogeneous binary tree

started at 0 with one particle, stopped at time T and with birth rate ã(t) = 1/(T − t).

Proof. The proof follows the same lines as the proof of Theorem 2.4, but here in the absence of

an initial condition. If (µt; t > 0) is a weak solution to the Smoluchowski equation (1.3), then its

Laplace transform u(t, λ) is solution of (2.15). Further, the fact that the solution is proper implies

that

lim sup
t↓0

sup
y∈[x,∞)

u(t, y) = lim sup
t↓0

u(t, x) < 1
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and as a consequence of the previous lemma u(T, x) = QTx (M ). The same application of the

branching property as in the proof of Theorem 2.4 shows that

QTx (M ) = E
[
exp

(
−xMT(M c)

)]
,

where the expectation is taken with respect to to the binary tree T with branching rate ã(t) =

1/(T − t). More specifically, we can write conditionally on T = t

1M = exp(−
∑
i

χi),

where the sum is taken over the atoms of the Poisson process of branching particles with intensity

xMt and χi = 0 if the i-th particle has no despondence alive at time T and +∞ otherwise. The

result is obtained by an application of the exponential formula and taking expectation with respect

to T.

As a consequence, we get that µT is the law of MT(M c). Finally, it remains to show the existence

of a proper solution. One option consists of checking that L(MT(M c)) is solution. Alternatively,

we will provide a construction through the MK-V approach in the next section. �

Proof of Lemma 2.6. Let us first prove the uniqueness part of the statement. Let u be a solution

to (2.15) with the requested properties. Following the proof of Lemma 2.3, QTx (Zut ) is constant as

a function of t ∈ [0, T − ε] for any ε ∈ (0, T ), so that

(2.17) u(T, x) = QTx (Zu0 ) = QTx (ZuT−ε) = QTx

NT−ε∏
i=1

u(ε, ZiT−ε)

 .

If we set Xε :=
∏NT−ε
i=1 u(ε, ZiT−ε), we can write

u(T, x) = QTx (Xε1TM<T ) +QTx (Xε1TM≥T ).

On M , because u(ε, 0) = 1, Xε = 1 for any ε such that TM < T − ε. By Dominated Convergence,

lim
ε↓0

QTx (Xε1M ) = QTx (M ).

Then it only remains to show that

lim
ε↓0

QTx (Xε1Mc) = 0.

First observe that because a is not integrable in the neighborhood of 0+, the birth rate ã is not

integrable in the neighborhood of T−, so that a.s. limε↓0NT−ε = +∞. On {TM ≥ T}, there exists

at least one particle born before T which carries positive mass up until time T . The probability

that the mass of this particle vanishes exactly at time T is zero. As a consequence, there is η, ε > 0

such that this focal particle has mass larger than η on [T − ε, T ]. Let tn the times at which the

focal particle gives birth, where (tn) is an increasing sequence converging to T . Let ηn ≥ η be the
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mass carried by the focal particle at time tn. Then conditional on (tn) and (ηn), let αn denote

the probability that the particle born at time tn with mass ηn carries mass always larger than η/2

between tn and T . Since Z is Feller, the sequence (αn) is bounded away from 0 and by independence

of these particles conditional on (ηn), infinitely many of them carry mass larger than η/2 on [tn, T ].

As a consequence, a.s. on {TM ≥ T}, there is η > 0 such that

Xε ≤
NηT−ε∏
i=1

u(ε, Zη,iT−ε)

where Nη
t is the number of particles at time t which carry more than η/2 on [t, T ] and (Zη,it ) are

their masses, which satisfy

lim
ε↓0

Nη
T−ε = +∞ and Zη,iT−ε ≥ η/2.

Since lim supε↓0 sup[η/2,∞) u(ε, x) < 1, limε↓0Xε = 0 a.s. on M c. The result follows by Dominated

Convergence.

The fact that u, defined as in the statement by u(T, x) = QTx (M ), satisfies (2.15) is due to the

same reasoning as in Remark 2.5, except that here u(·, x) is of class C1 (since T0, and so TM , has a

continuous density), so we can conclude that u(t, ·) ∈ EA and that indeed ∂tu = Au+a(t) (u2−u). �

2.7. The self-similar case. Here, we assume that A is the generator of the stable CSBP Z with

Laplace exponent ψ(x) = cxγ , for γ ∈ (1, 2] and c > 0. For any real number r, we denote by Z(r) the

CSBP with branching mechanism ψ(λ)− rλ, which is the Feller process with generator Ar defined

by

Arf(x) = Af(x) + rxf ′(x) x ≥ 0.

Set

β =
1

γ − 1
.

Here we denote by Q
(β)
x the law of a branching particle system started with a single particle with

mass x, where particles branch at rate 1 and masses follow independent copies, not of the original

CSBP (with Laplace exponent cxγ), but of the CSBP Z(β). Similarly, for any infinite binary tree

t embedded in continuous time, Q
(β),t
x now denotes the law of the particle system started with

one particle with mass x at time 0, where particle masses evolve like independent copies of Z(β)

and where the genealogy of particles is given by t. Consistently, the entrance measure at 0 of the

branching particle system with genealogy t is

M (β),t = lim
x↓0

x−1Q(β),t
x .

Here M denotes the event of total mass extinction, i.e., the event M = {TM <∞} that after some

finite time all particles have mass 0.
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Theorem 2.8. If (µt; t ≥ 0) is the unique proper solution of the Smoluchowski equation (1.3)

advertized in Theorem 2.7, then

(i) µt is the law of t−βΥ, where

(2.18) Υ = M (β),T(M c),

where T denotes the Yule tree, i.e., the pure-birth tree with unit birth rate.

(ii) Let h(x) = E(exp(−xΥ)). Then h(x) ≤ exp(−x(β/c)β) and h is the unique solution in EAβ
to

Aβh + h2 − h = 0

h(0) = 1, lim sup
x→∞

h(x) < 1.(2.19)

Proof. We first recall some known facts about Z(r) (see for example Section 2.2.3 in [20], in particular

Corollary 2.2.3.3). For any x ≥ 0, the law of Z(r) started at x is denoted P
(r)
x . It is well-known that

0 is absorbing for Z(r) and that if T0 denotes the absorbing time of Z(r) at 0, then

P (r)
x (T0 < t) = e−xϕr(t) x, t ≥ 0,

where ϕr is the inverse of

φr(λ) =

∫ ∞
λ

dx

ψ(x)− rx
= −β

r
ln
(

1− r

cλ1/β

)
when r 6= 0, and if r = 0,

φ0(λ) =
β/c

λ1/β
.

This yields

ϕr(t) =

(
r/c

1− e−rt/β

)β
when r 6= 0, and if r = 0,

ϕ0(t) =

(
β/c

t

)β
.

In particular, the probability of extinction (of a non-branching particle) is

P (r)
x (T0 <∞) = exp(−x(r/c)β)

when r > 0 and is 1 if r ≤ 0. More specifically,

E(r)
x (e−λZ

(r)
t ) = e−xϕr(t+φr(λ)),

where

(2.20) ϕr(t+ φr(λ)) =

(
r/c

1− e−rt/β
(
1− r

cλ1/β

))β
when r 6= 0.
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Now we wish to compare the two branching particle systems. We will refer to the (0, T )-system

as the time-inhomogeneous branching particle system with inhomogeneous branching rate ã(t) =

a(T − t) = 1/(T − t) blowing up at time T and masses evolving as independent copies of Z(0). We

will refer to the (β,∞)-system as the time-homogeneous particle system where particles branch at

rate 1 and masses evolve as independent copies of Z(β). For either system, the genealogy of particles

can be represented by the infinite binary tree, and for each node v of the infinite binary tree, we

record the corresponding branching time U0(v) (resp. Uβ(v)) and the mass of the corresponding

particle just before it splits M0(v) (resp. Mβ(v)) in the (0, T )-system (resp. the (β,∞)-system).

Recall from Lemma 2.6 that the probability that all masses go extinct in the (0, T )-system is u(T, x).

We denote by h(x) this probability in the (β,∞)-system. We claim that u(T, x) = h(x/T β).

First, it is straightforward to check that the first branching time U0 of the first particle in the

(0, T )-system is uniformly distributed in (0, T ), so that using (2.20) with r = β, we get

ETβx(e−λZ
(0)
U0
/(T−U0)β ) =

1

T

∫ T

0

ds exp
{
−T βxϕ0(s+ φ0(λ/(T − s)β))

}
=

∫ ∞
0

du e−u exp
{
−T βxϕ0(T (1− e−u) + φ0(λ/T βe−βu))

}
=

∫ ∞
0

du e−u exp

−T βx
 β/c

T (1− e−u) + β/c
λ1/β/Te−u

β


=

∫ ∞
0

du e−u exp

−x
(

β/c

1− e−u + e−u β/c
λ1/β

)β
=

∫ ∞
0

du e−u e−xϕβ(u+φβ(λ))

= Ex(e
−λZ(β)

Uβ ),

where Uβ is an independent exponential variable with parameter 1. By an immediate induction,

we see that if the (0, T )-system starts with mass T βx and the (β,∞)-system starts with mass x,

then the sequence of rescaled masses (w(0)(v)/(T −U (0)(v))β)v indexed by the binary tree is equally

distributed as the sequence (w(β)(v))v. Now by a similar argument as the one used in the proof of

Lemma 2.6, it can be seen that in both cases, there is extinction of mass if and only if all masses are

zero except in a finite number of nodes v of the genealogy. This shows that u(T, T βx) = h(x), so

that u(T, x) = h(x/T β), as claimed earlier. Finally, the same application of the branching property

as in the proof of Theorem 2.7 shows (2.18).

Now let us show the properties of h stated in (ii) of the theorem. Let Zt denote the state (e.g.,

the empirical measure) at time t of the (β,∞)-system. Let (Pt) denote the semigroup of Z(β), that
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we now simply denote Z (more generally, we will omit the β superscript until the end of the proof).

Since the first branching time τ of the initial particle is independent of the dynamics of its mass, by

the branching property

h(x) = Ex(h(Zt))P(τ > t) +

∫ t

0

dsP(τ ∈ ds)Ex(h(Zs)
2).

Re-arranging, we get for any t > 0

1

t
(Pth(x)− h(x)) =

1− e−t

t
Pth(x)− 1

t

∫ t

0

ds e−s Ps(h
2)(x).

Since h is bounded continuous and Z is a Feller process, the right-hand side converges as t ↓ 0 to

h(x)− h(x)2. Then h is in the domain of Aβ and we have

Aβh(x) = h(x)− h(x)2 x ≥ 0.

Note that h(x) ∈ [0, 1] and h(0) = 1. Also notice that M ⊂ E , where E is the event that the mass

of a single (randomly chosen, say) lineage goes to 0. Now Qx(E ) = P
(β)
x (T0 <∞) = exp(−x(β/c)β),

which yields

h(x) = Qx(M ) ≤ Qx(E ) = exp(−x(β/c)β).

As a consequence limx→∞ h(x) = 0 and so h is a solution to (2.19), which yields the existence part

of the statement.

For the uniqueness part, it is sufficient to note that if h is solution to (2.19), then u(t, x) = h(x/tβ)

is solution of the IPDE (2.15). Since the solution of this equation is unique, the result follows. �

3. Finite population McKean–Vlasov equation

In this section, we only assume that ψ ∈H , which notably encompasses the case studied in the

previous section, i.e., when ψ is the Laplace transform of a spectrally positive (sub)critical Lévy

process.

For any u > 0, θu will be the time shift operator by u so that θu ◦ f(t) = f(t+u) for any generic

function f of time.

We fix δ > 0 and ν ∈ MP (R+). (Recall that we think of δ as the inverse population size.) We

consider the McKean–Vlasov equation (1.8). As already mentioned in the introduction, one may

think of (xt; t ≥ 0) as the evolution of the mass of a typical cluster in the population described by

the Smoluchowski equation (1.3). We start by giving a more formal definition in terms of a fixed

point problem (see Proposition 3.1).

Let us consider the Skorohod space D(R+,R+) (i.e., the space of càdlàg functions equipped

with the Skorohod topology on every finite interval [0, T ]). For every probability measure m on
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D(R+,R+), define φ(m) to be the law of the process

dyt = −ψ(yt)dt + ∆J
(δ)
t vt, L(y0) = ν

where (vt; t ≥ 0) is a family of independent random variables with vt being distributed as zt –

the process with law m evaluated at time t – and J (δ) is an inhomogeneous Poisson process with

rate 1/(t + δ). (More precisely, conditioned on the jump times {si} of J (δ), {vsi}i is a sequence of

independent random variable’s with respective law L(zsi).)

We will say that (xt; t ≥ 0) is solution of the McKean–Vlasov equation (1.8) if and only if the law

of the process x is a fixed point for the map φ.

Proposition 3.1 (Uniqueness to MK-V). The operator φ has a unique fixed point. As a consequence,

there is at most one solution to the MK-V equation (1.8).

Proof. We give a contraction argument analogous to Theorem 1.1. in [27]. For every pair of measures

m1,m2 on D(R+,R+), and every T ≥ 0, we define the Wasserstein distance

DT (m1,m2) = inf

{
E( sup
s∈[0,T ]

|y1
s − y2

s |) : L(y1) = m1, L(y2) = m2

}

where the infimum is taken over every possible coupling between y1, y2 under the constraint L(y1) =

m1 and L(y2) = m2. Consider z1, z2 be two processes in D(R+,R+) with respective laws m1 and

m2 and define

dxit = −ψ(xit)dt + ∆J
(δ)
t vit, L(xi0) = ν,(3.21)

where x1
0 = x2

0 and (v1
s , v

2
s) are independent random variables with L(vis) = L(zis), i = 1, 2 and

(v1
s , v

2
s) are coupled in a minimal way, i.e., for every s ≥ 0

E(|v1
s − v2

s |) = inf
{
E(|a− b|) : L(a) = z1

s ,L(b) = z2
s

}
.

(One can show that the minimum is attained by considering an approximating subsequence and

using a standard tightness argument.) Write ∆xt = x2
t − x1

t and note that ∆x0 = 0. We have

∆xt = ∆x0 −
∫ t

0

(
ψ(x2

s)− ψ(x1
s)
)
ds +

∑
si≤t : ∆J

(δ)
si

=1

(v2
si − v

1
si).

Since ψ is positive and non-decreasing in x, the part of the dynamics
(
ψ(x2

s)− ψ(x1
s)
)
ds can only

reduce the distance between x1 and x2, it is not hard to see that

sup
s≤t
|∆xs| ≤

∑
si≤t:∆J(δ)

si
=1

|v2
si − v

1
si |
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and thus

E(sup
s≤t
|∆xs|) ≤

∫ t

0

1

δ + s
E
(
|v2
s − v1

s |
)
ds

≤ 1

δ

∫ t

0

Ds(m
1,m2)ds

where the last inequality follows from the choice of our coupling (v1
s , v

2
s). This implies that

Dt(φ(m1), φ(m2)) ≤ 1

δ

∫ t

0

Ds(m1,m2)ds

By a simple induction, this implies that

Dt(φ
k(m1), φk(m2)) ≤ tk

δkk!
Dt(m1,m2).

Thus if m1 and m2 are two fixed points for φ, letting k →∞, yields that m1 = m2. �

Lemma 3.2. Let (xt; t ≥ 0) be a solution of (1.8), so that (µt := L(xt); t ≥ 0) is a (MK–V) solution

of the Smoluchowski equation (1.3). Then (µt; t ≥ 0) is also a weak solution to the Smoluchowski

equation (1.3) with initial condition ν and inverse population size δ.

Proof. By definition of the process x, for any test function f , a direct application of Itô’s formula

yields

E (f (xt)) = E (f (x0))−
∫ t

0

E(ψ(xs)f
′(xs))ds +

∫ t

0

1

δ + s

∫
E (f(xs + u)− f(xs))µs(du) ds

which can be rewritten as (1.5). �

3.1. The Brownian CPP. Let us denote by P a Poisson point process with intensity measure

dl × dt
t2 on R+

∗ × R+
∗ . We call Brownian Coalescent Point Process the ultrametric tree T associated

with P

T = {(l, s) ∈ R+ × R+ : ∃t ≥ s s.t. (l, t) ∈ P} ∪ {(0, t); t ∈ R+}

equipped with the distance

dT ((l′, s′), (l, s)) =

 2 max{t̄ : (l̄, t̄) ∈ P, s.t. l̄ ∈ [l′ ∧ l, l′ ∨ l]} − (s+ s′) if l 6= l′,

|s− s′| otherwise.

{(0, t); t ∈ R+} ⊂ T will be referred to as the eternal branch of the tree. See Fig. 3 for a pictorial

representation of the tree T above level δ > 0.
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(0,1)

(0)

(0,0)

(0,0,0) (0,0,1)

(0,1,0) (0,1,1)

l

t

Figure 3. Brownian CPP above a fixed level δ. Points of P are related to the axis

{t = 0} by a vertical branch (plain lines). Dotted lines correspond to the merging of

two branches of the tree. In the proof of Theorem 3.4. The left-most branch “alive”

at time T (the time coordinate of the point labelled (0)) is the black branch on

the right hand side of the purple subtree. Upon coalescence of the subtree rooted

at (0, 0) and (0, 1), the two subtrees (black and purple) are equally distributed,

and as a consequence, the mark at (0, 0) and (0, 1) are equally distributed. In

the proof of Lemma 4.15. If (0, T ) corresponds to the point labelled (0), then

{(l, δ) ∈ D(δ)
T (0, T )} corresponds to the point of the black and purple subtrees with

time coordinate δ.

3.2. Marking the CPP and construction of a solution to MK-V. In this section, we describe

a marking of the tree which will provide a solution to MK-V (Theorem 3.4).
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Fix δ > 0 and let {ζ(δ)
i }i be a (possibly random) sequence in R+. Let {li, δ}i be the elements in T

with time coordinate δ, and assume that the li’s are listed in increasing order. For each point (l, s) of

the tree T with time coordinate s ≥ δ, we assign a mark ml(s) such that (1) mli(δ) = ζ
(δ)
i for every

i ∈ N, and (2) the marks with higher time coordinates are deduced (deterministically conditioned

on T and the initial marking) from the differential relation

∀t ≥ δ, dm(δ)
l (t) = −ψ(m

(δ)
l (t))dt +

∑
(l′,t)∈P:l′>l

σ(l,l′,t)m
(δ)
l′ (t),(3.22)

where σ(l,l′,t) = 1 if sup{t̄ : l̄ ∈ (l, l′], (l̄, t̄) ∈ P} = t, 0 otherwise.

In words, we start by marking each point at level δ from left to right with the sequence ζ
(δ)
i ; then

the marks evolve according to the ODE ẋ = −ψ(x) along each branch, and when two branches

merge, we simply add up the values of the marks. The previous procedure defines a marking of the

tree T above time horizon δ.

Remark 3.3. Let us assume here that ψ is again the Laplace exponent of (sub)critical spectrally

positive Lévy process.

The previous marking is completely identical to the one involved in the definition of the function

F in (2.13). This is obviously not coincidental.

Let (µt; t ≥ 0) be the weak solution of the Smoluchowski equation. Recall from Theorem 2.4 that

µT is the law of F (T, (Wi); 1 ≤ i ≤ NT (T)), where T is the time-inhomogeneous tree started at 0

with one particle, stopped at time T and with birth rate ã(t) = 1/(T − t+ δ), the (Wi) are iid with

law ν.

Now, it is not hard to see that the tree originated from (0, T ) and stopped at time horizon δ in

the CPP is identical in law to T. From Theorem 2.4, this implies that
(
L(θδ ◦m(δ)

0 (t)); t ≥ 0
)

is a

weak solution of (1.3). We will actually show more, namely that
(
θδ ◦m(δ)

0 (t); t ≥ 0
)

is solution to

MK-V (and with no restriction on ψ). See Theorem 3.4.

This provides a natural interpretation for the expression of µt in terms of the MK-V equation.

The marks (m
(δ)
l (t); t ≥ δ, (l, t) ∈ T ) will be referred to as the partial marking of T above level δ

with initial condition {ζ(δ)
i }i. When the initial marks {ζ(δ)

i }i are distributed as independent copies

with law ν, the partial marking will be referred to as the partial marking above level δ with initial

condition ν.

Finally, a full marking of T will refer to marks (ml(t); (l, t) ∈ T ) defined on the whole tree T such

that for every δ > 0, (ml(t); t ≥ δ, (l, t) ∈ T ) is a partial marking above level δ (with initial marking

{mli(δ), (li, δ) ∈ T }).
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Theorem 3.4. Let us consider m(δ) the partial marking above level δ with initial law ν. Then

(θδ ◦ m(δ)
0 (t); t ≥ 0) is solution to the MK-V equation (1.8) with initial condition ν and inverse

population δ.

Proof. It is enough to show that
(
m

(δ)
0 (t); t ≥ δ

)
solves the McKean–Vlasov

(3.23) ∀t ≥ δ, x̄t − x̄δ = −
∫ t

δ

ψ(x̄s)ds︸ ︷︷ ︸
term I

+
∑

δ≤si≤t : ∆J̄
(0)
si

=1

v̄si

︸ ︷︷ ︸
term II

, and L(x̄δ) = ν

where J̄ (0) is identical in law to a Poisson Point process with rate 1/t and where conditional on J̄ (0),

{v̄si} is a collection of independent random variables with L(vs) = L(x̄s).

First, the initial condition is obviously satisfied.

Secondly, we note that in the absence of a coalescence event, m
(δ)
0 (t) decreases at rate −ψ(m0(t))

which exactly corresponds to term I in the dynamics (3.23). For term II, we note that m
(δ)
0 (t)

experiences a jump upon a coalescence event (see the second term on the RHS of (3.22)). Recall

that the Brownian CPP is defined as a Poisson Point process with intensity rate dl × dt/t2, and by

definition of m
(δ)
0 such a coalescence event occurs whenever the left-most branch “alive” at time t

with a strictly positive l–coordinate dies out (see Fig. 3). This occurs at a rate

1

t2
/

∫ ∞
t

ds

s2
=

1

t
at time t

which exactly corresponds to the rate of J̄ (0) in (3.23). Finally, by translation invariance and the

independence structure in the Brownian CPP, the branch coalescing with the eternal branch {0}×R+
∗

carries a mark that is identical in law to m
(δ)
0 (t), and independent of m

(δ)
0 (t). See again Fig. 3. �

As a corollary of Proposition 3.1 and Theorem 3.4, we get the following existence and uniqueness

result.

Corollary 3.5. For δ > 0 and ν ∈ MP (R+), there exists a unique solution to the MK-V equation

(1.8).

3.3. Scaling. For every τ > 0, define the scaling map

Fτ : (l, t)→ (τ l, τ t)

Fix γ > 1. We set

β :=
1

γ − 1

and for any ν ∈MF (R+), we define Sτ,γ(ν) as the push-forward of the measure ν by the map

x 7→ τ−βx.
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Proposition 3.6 (scaling). For every τ > 0

(i) T̃ = Fτ (T ) is identical in law to T .

(ii) Assume that ψ(x) = cxγ for c > 0 and γ > 0. Let m(δ) be a partial marking above level δ

with initial measure ν. Define

(l, t) ∈ T̃ , t ≥ δτ, m̃
(δτ)
l (t) : =

1

τβ
m

(δ)
l/τ (t/τ)

Then m̃(δτ) is a partial marking of T̃ above level τδ with initial measure Sτ,γ(ν).

Proof. (i) is a direct consequence of the definition of the Brownian CPP. (ii) is a consequence of the

observation that (a) for every (l, δτ) ∈ Fτ (T ), we have L
(
m̃

(δτ)
l (τδ)

)
= Sτ,γ(ν), and (b) along each

branch of the tree T̃ , the marking evolve according to the dynamics

dxt = −cxγt dt

(because of the pre-factor 1
τβ

in the definition of m̃) and at a coalescence point, marks add up. (So

that m̃ defines a partial marking on T̃ with initial marking Sτ,γ(ν).) �

4. ∞-population McKean-Vlasov equation

In this section, we assume that ψ ∈H and that Grey’s condition holds. Then we can define the

homeomorphism q : (0,∞)→ (0, V ) as

q : x 7→
∫ ∞
x

1

ψ(s)
ds,

with V = q(0+) ∈ (0,+∞]. Define φ : (0,∞)→ (0,∞) as

φ(t) =

 q−1(t) if t < V

0 if t ≥ V.

Then for any x0 ∈ (0,+∞], the ODE

u̇ = −ψ(u), u(0) = x0

has a unique solution on R+ given by

u(t) = φ(t+ q(x0)),

with q(x0) = 0 if x0 = ∞. Notice that the flow x0 7→ φ(t + q(x0)) is continuous and keep in mind

that φ is the unique solution to

u̇ = −ψ(u), u0 =∞.

In this section, we will also make the extra assumption that ψ is also convex. (so that V =∞.) Note

that if ψ is the Laplace exponent of a spectrally positive Lévy process the latter condition holds.
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We will say that (xt; t > 0) is an∞–population solution of (1.8) if it is a solution of (1.8) for δ = 0

(without prescribing the initial condition at t = 0). More precisely, x will be an ∞-pop solution

if and only if for every τ > 0, conditional on xτ , the process (xt; t ≥ τ) is identical in law to the

solution of

(4.24) dx̄t = −ψ(x̄t)dt + ∆J
(0)
t v̄(t); t ≥ τ ; x̄τ = xτ

where (v̄t)t≥0 is a family of independent random variable’s with L(v̄t) = L(x̄t).

Recall the definition of dust and proper solutions for the ∞-population Smoluchowski equation.

(See Definition 1.8.) There is a natural extension of this definition to the MK-V equation. We will

say that (xt; t > 0) is a dust solution if it satisfies the ∞-population MK-V equation with δ = 0 and

limt→0 xt = 0 in probability. Solutions are said to be proper otherwise. By a direct application of

Itô’s formula (analogous to Lemma 3.2), if x is a dust (resp., proper) solution then (L(xt); t > 0) is

a dust (resp., proper) solution of the Smoluchowski equation. We state the two main results of this

section.

Theorem 4.1 (Proper solutions). (i) There exists at least one proper solution to the∞-population

MK-V equation and any such solution satisfies

(4.25) ∀t > 0, xt ≥ φ(t) a.s. (Growth condition)

(ii) In the stable case

ψ(x) = cxγ with γ > 1,

there exists a unique proper solution (x
(0)
t ; t > 0). Further,

(Self-similarity) For every t > 0, L(x
(0)
t ) = L(Υ/tβ) where Υ := x

(0)
1 .

(Integrability) For every t > 0, E(x
(0)
t ) <∞.

(Measurability)
(
x

(0)
t ; t > 0

)
can be constructed on the same space as the Brownian CPP, and under

this coupling, it is measurable with respect to the σ-field generated by the CPP.

Theorem 4.2 (Dust solutions). In the stable case ψ(x) = cxγ (c > 1 and γ > 1), there exist

infinitely many dust solutions to the ∞-population MK-V equation. Since the law of a dust solution

to MK-V is also a weak dust solution, there exist infinitely many dust solutions to the Smoluchowski

equation.

The rest of the section is mainly dedicated to the proof of those two theorems. In Section 4.1,

we prove the existence of a proper solution and derive some of its properties (growth condition,

measurability, self-similarity...). In Section 4.2 we show that any proper solution satisfies the growth

condition (4.25). This is shown by introducing what we call the marking associated with an ∞-

population solution. In Section 4.3, we use this full marking to prove uniqueness of a proper solution



34

in the stable case, and we show all the required properties of the solution. (This will show part (ii)

of Theorem 4.1).

Finally, in Section 4.4, we show that the long-term behavior of finite population solutions can be

described in terms of the ∞-population Finally, we close this section with the proof of Theorem 4.2.

4.1. Existence and construction of an ∞-population proper solution. We start with an

∞-population analog of Theorem 3.4 that will be exploited repeatedly throughout this section.

Theorem 4.3. Let m be a full marking of the CPP. Assume that for every t > 0, {ml(t) : (l, t) ∈ T }

(assuming that the points are ranked according to the values of l in increasing order) is a sequence

of i.i.d. random variables distributed as m0(t). Then (m0(t); t > 0) is an infinite solution to MK-V.

Proof. By Theorem 3.4, for every t > 0, (θt ◦m0(u);u ≥ 0) is solution of

∀u ≥ 0, dyu = −ψ(yu)du + ∆J tuvu, with L(y0) = m0(t),

where {vu}u>t is an infinite collection of r.v. with L(yu) = L(vu) for every u ≥ t. Equivalently,

(m0(u);u ≥ t) is identical in law to

∀u ≥ t, dzu = −ψ(zu)du + ∆J0
uvu, with L(zt) = m0(t),

where {vu}u>t is an infinite collection of r.v. distributed with L(zu) = L(vu) for every u ≥ 0. Since

this holds for any t > 0, this m0 is an ∞-population solution to MK-V. �

In order to construct a non-trivial ∞-population solution out of the CPP, we will consider

(m
(δ),+
l (t); (l, t) ∈ T , t ≥ δ) the partial marking starting from level δ > 0 with initial measure

ν+(dx) = δ∞(dx), i.e, we start with the initial condition +∞ at level {t = δ}.

Proposition 4.4. Let us consider a positive non-increasing sequence (δn) going to 0.

(i) For almost every realization of the CPP T , for every (l, t) ∈ T , the sequence (m
(δn),+
l (t)) is

non-increasing and if we define m+
l (t) its limit, then

0 < φ(t) ≤ m+
l (t) <∞.

(ii) m+ is a full marking of T which is measurable with respect to the σ-field generated by T

and does not depend on the sequence (δn).

(iii) This marking is maximal in the sense that for every full marking m− defined on T , for every

(l, t) ∈ T , m+
l (t) ≥ m−l (t).

(iv) (m+
0 (t); t ≥ 0) is an ∞-population proper solution to MK-V.

(v) In the stable case, ψ(x) = cxγ (for c > 0, γ > 1), for every u > 0,

L
(
uβm+

0 (u)
)

= L
(
m+

0 (1)
)
.
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Proof. We start with a monotonicity property of our marking of the Brownian CPP that we will

use repeatedly throughout this proof. Let us first consider two partial markings m, m̄ of the CPP

above a given level δ > 0. It is clear that if for every (l, δ) ∈ T we have ml(δ) ≥ m̄l(δ), then for

every (l, t) ∈ T with t ≥ δ, we must have

ml(t) ≥ m̄l(t).

Now, since (δn) is non-increasing, it follows that for every (ln, δn) ∈ T

m
(δn+1),+
ln

(δn) < m
(δn),+
ln

(δn) =∞

which implies that the sequence of marks (m
(δn),+
l (t)) (for any (l, t) ∈ T ) is non-increasing and

converges to a mark ml(t) <∞. (Note that since there are only finitely many coalescences in each

compact time interval of (0,∞), Grey’s condition ensures that the limiting marking is finite.)

Next, in the absence of coalescence along the vertical branch [(0, t), (0, δn)] in T (for δn < t), we

have

m
(δn),+
0 (t) = φ(t− δn).

Thus, ignoring all the coalescence events along the vertical branch [(0, t), (0, δn)] ensures that

m
(δn),+
0 (t) is bounded from below by the RHS of the latter identity. Since coalescence events can

only add extra mass to the eternal branch (and by uniqueness of the solution to the ODE), the

inequality in (i) follows after taking the limit n→∞.

Let us now show (ii) and (iii). By continuity of the flow, it is not hard to check that m+ defines

a full marking of the tree T in the sense prescribed in the beginning of Section 3.2. (In other

words, the property “marks evolve according to ẋt = −ψ(xt) along branches and marks add up

upon coalescence” passes to the limit.) For details, we refer the reader to the proof of Lemma 4.15

below where we develop a similar argument in more detail.

Let us show that m+ is independent of the choice of the sequence (δn). Let δ̄n be another non-

increasing sequence going to 0, and let m̄+ be the limit of m(δ̄n),+ as n→∞. Going to a subsequence

of (δ̄n) if necessary, one can always assume that δ̄n ≤ δn for every n. Under this assumption, one

gets m̄
(δ̄n),+
ln

(δn) ≤ m
(δn),+
ln

(δn) for every (ln, δn) ∈ T and by similar monotonicity arguments as

above this ensures that m̄+ ≤ m+. Finally, assuming that δ̄n ≥ δn yields the reverse inequality.

This shows that the limiting marking m+ does not depend on the choice of the sequence (δn).

Further, by construction, for any δn ≤ t and any (l, t) ∈ T , we must have m−l (t) ≤ m
(δn),+
l (t)

since at time δn, the initial condition of the the marking m(δn),+ dominates the one of m−. This

completes the proof of the first part of (ii) and (iii), i.e., that m+ is a maximal full marking of

the CPP. Finally, since the initial condition of m
(δn),+
0 is deterministic and the marking m(δn),+
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below level δn is determined deterministically from the tree T above level δ, we deduce that the

(m+
0 (t); t > 0) is measurable with respect to σ(T ).

Let us now proceed with the proof of (iv). By the branching structure of the CPP, at every t > 0,

all the marks at level t are i.i.d. with law L(m+
0 (t)). By Theorem 4.3, m+

0 is an ∞-population

solution to MK-V. By the inequality in (i), the solution is proper (and goes to ∞ as t→ 0).

Let us now show the scaling identity (v).

From Proposition 3.6 and the invariance of the initial condition δ∞(dx) under rescaling (i.e.,

Sτ,γ(δ∞) = δ∞ for every τ > 0), we get for every t ≥ δnτ

(4.26) m
(δnτ),+
0 (t) =L

1

τβ
m

(δn),+
0 (t/τ).

Let m̃+ be the limit of m(δnτ),+. Since m+ does not depend on the choice of the sequence (δn) (in

particular if we replace (δn) by (τδn)),

m+
0 (t) = m̃+

0 (t) =L
1

τβ
m+

0 (t/τ),

where the latter identity follows from (4.26). This completes the proof of the scaling identity after

taking τ = t. �

4.2. Full marking associated with an∞-population solution. In this subsection, we construct

a full marking of the CPP using an ∞-population solution to MK-V.

Proposition 4.5. Let (xt; t > 0) be an ∞-population solution to MK-V. There exists a unique full

marking (T ,m) such that

(4.27) L({m0(t); t > 0}) = L({xt; t > 0}).

and at every level s, {ml(s) : (l, s) ∈ T } is a sequence with i.i.d. random variable’s with law L(xs).

This marking m will be referred to as the marking associated with the solution x.

Proof. We start by proving existence. The proof goes along similar lines as Theorem 4.3. Let (δn) a

sequence decreasing to 0. For every n, we can consider the partial marking m(δn) above level δn with

initial marking L(xδn). By Theorem 3.4, (θδn ◦m
(δn)
0 (t); t ≥ 0) is identical in law to the solution

of the MK-V equation with inverse population δn and initial measure L(xδn). Equivalently, this

amounts to saying that (m
(δn)
0 (t); t ≥ δn) is identical in law to the solution of

t ≥ δn, dyt = −ψ(yt)dt + ∆J0
t vt, yδn = xδn , with L(vt) = L(yt),

and by uniqueness of the solution to the latter equation, (m
(δn)
0 (t); t ≥ δn) is identical in law to

(xt; t ≥ δn). Further, the independence of the marks at level δn easily implies (by the branching
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structure in the CPP) that for every s ≥ δn, the set of marks {m(δn)
l (s) : (l, s) ∈ T } (labelled by

increasing values of l) is a sequence of i.i.d. marks with law L(xs).

Let T δn be the subset of the tree T consisting of all the points above time level δn. By the

previous argument, the sequence {(T δn ,m(δn))}n is consistent in the sense that if we consider the

marked tree (T δn+1 ,m(δn+1)) below level δn, the resulting object is distributed as (T δn ,m(δn)).

By the Kolmogorov extension theorem, we can then construct a unique full marking (T ,m) such

that the restriction above level δn coincides with (T δn ,m(δn)), and thus m is such that

L({m0(t); t > 0}) = L({xt; t > 0}).

and at every level s, {ml(s) : (l, s) ∈ T } is a sequence with i.i.d. marks with law L(xs).

For uniqueness, it is enough to note that the second property (i.e., the distribution of the marks

at level s) implies that any two full markings satisfying this property must be identical in law above

level s for every s > 0. �

Lemma 4.6. Let (xt; t > 0) be a proper solution and let m be the associated full marking. Then

(m0(t); t > 0) (and thus (xt, ; t > 0)) satisfies the growth condition (4.25).

Proof. We will first need the following preliminary step that will be also used later in this manuscript.

Step 1. Let us first consider a general rooted ultra-metric tree t whose leaves are denoted by

l1, · · · , ln and such that the distance between the root and the leaves is given by τ . Consider a

marking of the leaves Ml1 , · · · ,Mln ∈ R+, and let us consider the marking M0 of the root obtained

by propagating the marks according to the dynamics ẋ = −ψ(x) along the branches, and by adding

the marks upon coalescence (as in the Brownian CPP). Recall that t 7→ φ(t + q(x0)) is the unique

solution to u̇ = −ψ(u) with initial condition x0 at time 0. We claim that

(4.28) φ(τ + q(

n∑
i=1

Mi)) < τ ≤M0 ≤
n∑
i=1

φ(τ + q(Mi)).

On the one hand, the RHS of the inequality corresponds to the extreme case of the star tree i.e,

when all the branches coalesce simultaneously at the root of the tree (in this case the marks evolve

independently along each branch, and then add up at the root). On the other hand, the LHS

corresponds to the degenerate situation where all the leaves coalesce instantaneously (in which case,

the marks add up to
∑n
i=1Mi and then evolve along a single branch).

Since ψ ∈H and is convex, it is also super-linear in the sense that for x, y > 0

ψ(x+ y) ≥ ψ(x) + ψ(y).

Recall that marks evolve according to the dynamics ẋ = −ψ(x) along each branch, so that the latter

super-linearity assumption implies that the marking decreases faster if we collapse two branches into
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a single branch, i.e., if we consider

ṙt = −ψ(rt), r0 = a0 + a1, and ∀i = 1, 2, ṙit = −ψ(rit), r0 = ai.

then rt ≤ r1
t + r2

t . (4.28) can easily be deduced from there and a simple induction on the number of

nodes of the ultrametric tree.

Step 2. Let D
(δk)
T (l, t) be the set of descendants of (l, t) in the tree T with time coordinate δk.

See Fig 3. |D(δk)
T (l, t)| denotes the cardinality of the set D

(δk)
T (l, t).

Let m be the full marking constructed from the solution x. By construction, at a given level δk < t,

the set of marks {ml(δk)}
(l,δk)∈D(δk)

T (0,t)
is identical in law with {ykn}n≤|D(δk)

T (0,t)| where {ykn}n is an

sequence of independent random variables with law L(xδk), and independent of |D(δk)
T (0, t)|. Since

|D(δk)
T (0, t)| → ∞ a.s. as k →∞, we have

Mk(0, t) :=
∑

(l,δk)∈D(δk)

T (0,t)

ml(δk) →∞ in probability.

Here, we used the fact that L(ml(δk)) = L(xδk) and that the solution is proper. Indeed, since the

solution is proper, there exist ε > 0 and a sequence δ′k > 0 converging to 0 such that xδ′k ≥ ε with

probability larger than ε. Substituting δk with δ′k yields the result.

Finally, by Step 1, we have

(4.29) ml(t) ≥ φ(t− δk + q(Mk(0, t))),

and the result follows by letting k →∞. �

Remark 4.7. Note that we only used the LHS of (4.28) in the proof of the lemma. The RHS will

be useful later.

4.3. Uniqueness of a proper solution in the stable case. In this section, we restrict our study

to the stable case ψ(x) = cxγ with γ > 1. Then q(x) = βx1−γ/c and φ(t) = (ct/β)−β . As a

consequence, the ODE żt = −ψ(zt) with initial condition z0 at time 0 has the solution

(4.30) ∀t ≥ 0, zt =
(
c(γ − 1)t+ z1−γ

0

)−β
.

Proposition 4.8. Let (xt; t > 0) be a proper solution to MK-V. Let m− be the full marking of the

CPP T associated with x (as defined in Proposition 4.5). Let m+ be the maximal full marking of T

(as defined in Proposition 4.4). Then (m+
0 (t); t > 0) = (m−0 (t); t > 0) a.s.. As a consequence, x is

identical in law to m+
0 .

Let T > 0. By right continuity of m±0 it is enough to show that

(4.31) m+
0 (T ) = m−0 (T ) a.s..
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The rest of the proof is dedicated to this result. We note that in the following, we will use repeatedly

the fact that m± satisfy the growth condition

(4.32) ∀t > 0, m±0 (t) ≥ (c(γ − 1)t)−β ,

(as a consequence of Lemma 4.6 and Proposition 4.4).

Let us consider the set of descendants of (0, T ) belonging to the PPP P ⊂ T (i.e. the branching

points in the descendence of (0, T )) and let us denote this set by D0,T . D0,T is a set of points

endowed with a natural (a.s.) binary tree structure – See Fig. 3. We can index every point in D0,T

by a point in t = ∪n∈N∗{0} ⊗ {0, 1}n, i.e., we construct a bijection G from t to D0,T in such a way

that

• G(0) = (0, T )

• If κ ∈ t, G(κ, 0) (resp., G(κ, 1)) is the left-child (resp., right-child) of G(κ) in D0,T .

The binary (planar) tree t is naturally equipped with a triplet (g+
κ , g

−
κ , dκ)κ∈t where g±κ is the mark

m±
l̄

(t̄−) where (l̄, t̄) = G(κ) and dκ (the depth of the point κ) is the time coordinate of the point

G(κ) in P. Note that for κ 6= 0, the point G(κ) is a branching point of the CPP, and corresponds

to a discontinuity point in the marking. In our notation, the marks g±κ are considered right before

the occurrence of the discontinuity (i.e., before we add up the marks at the branching point).

We now fix κ ∈ t. Our first goal is to show the “passage formula” (4.41) below, which will be

achieved through Lemmas 4.9 and 4.10. This formula will allow us to go from an arbitrary mark κ

to the marks of its children. The desired formula (4.31) will be achieved from there by an induction

on the nodes of the tree.

First, from the definition of the marking m±, we can deduce the marking at κ from the marking

of its two children ((κ, 0), (κ, 1)), namely, if we consider the dynamics

(4.33) ż±u = −ψ(z±u ), z±0 =

1∑
i=0

g±(κ,i)

then g±κ = z±dκ−d(κ,0) = z±dκ−d(κ,1) (since d(κ,0) = d(κ,1)). In other words, we sum up the marks

carried by the two children of G(κ) and let the marking evolve according to the dynamics ẋ = −ψ(x)

along the branch connecting κ to its children (κ, 0) and (κ, 1).

Alternatively, we will consider the dynamics

(4.34) for i = 0, 1 ż±,iu = −ψ(z±,iu ), z±,i0 = g±(κ,i)

In words, instead of merging the two branches at G(κ, 0) = G(κ, 1), we treat the two branches as if

the merging had not occurred.
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Lemma 4.9. Let z± and z±,i be defined as above, then for every u ≥ 0,

(4.35) ∆zu ≤
1∑
i=0

∆ziu, where ∆zu := z+
u − z−u , and for i = 0, 1, ∆ziu := z+,i

u − z−,iu .

Proof. Define

ft(x, y) :=
(
c(γ − 1)t+ (x+ y)1−γ)−β − (

c(γ − 1)t+ x1−γ)−β − (
c(γ − 1)t+ y1−γ)−β

so that according to (4.30)

z±t −
1∑
i=0

z±,it = ft(z
±,0
0 , z±,10 ).

We need to prove that ft(z
+,0
0 , z+,1

0 ) ≤ ft(z
−,0
0 , z−,10 ). Since z+,i

0 ≥ z−,i0 for i = 0, 1, the problem

boils down to proving that the coordinates of the gradient of ft are non-positive for x, y > 0. We

have

∂xft(x, y) = gt(1/(x+ y))− gt(1/x), where gt(u) =
(
c(γ − 1)t+ uγ−1

)− γ
γ−1 uγ ,

and one can easily check that g is increasing in u (for γ > 1), thus showing that ∂xft(x, y) ≤ 0. An

analogous argument shows that the gradient is non-positive along the y coordinate. This completes

the proof of the lemma. �

Lemma 4.10. For any κ ∈ t, and i = 0, 1

(4.36) ∆zidκ−d(κ,i) ≤ ∆g(κ,i)

(
d(κ,i)

dκ

) γ
γ−1

(
1+F (

d(κ,i,∗)
dκ

)

)

where ∗ = 0, 1 (the value of d(κ,i,∗)does not change the value of ∗) and

∀x ∈ [0, 1], F (x) =
(1− 21−γ)x2

1− (1− 21−γ)x
≥ 0

Proof. Step 1. Recall from (4.34) that ∆zi0 = ∆g(κ,i) where ∆g(κ,i) = g+
(κ,i) − g

−
(κ,i) and

(4.37) d∆ziu = −(ψ(z+,i
u )− ψ(z−,iu ))du.

The strategy will consists of bounding from above the RHS of the differential relation and then using

Gronwall’s lemma. First, by convexity of ψ and since z+,i
u ≥ z−,iu

ψ(z+,i
t )− ψ(z−,it ) ≥ ψ′(z−,iu )∆zit = cγ(z−,iu )γ−1∆zit.

We will now bound z−,iu on the interval [0, dκ − d(κ,i)]. Let v be such that

z−,i0 = g−(κ,i) =

(
v

c(γ − 1)d(κ,i)

)β
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Note that since the depth of g(κ,i) is given by d(κ,i) and since we have m±l (u) ≥ ( 1
c(γ−1)u) )β (see

(4.32)), we have v ≥ 1. Solving the equation (4.34), we find that for any u ∈ [0, dκ − d(κ,i)]

z−,iu =

(
c(γ − 1)u+ c(γ − 1)

d(κ,i)

v

)−β

=
(
c(γ − 1)(u+ d(κ,i))

)−β (
1 +

d(κ,i)(1− 1/v)

(u+ d(κ,i))− d(κ,i)(1− 1
v )

)β

≥
(
c(γ − 1)(u+ d(κ,i))

)−β (
1 +

1− 1
v

dκ
d(κ,i)

− (1− 1
v )

)β

where the LHS and RHS of the inequality are equal when u = dκ − d(κ,i). Putting everything

together, we get

(4.38) ∀u ∈ [0, dκ − d(κ,i)], ψ(z+,i
u )− ψ(z−,iu ) ≥ ∆zit

u+ d(κ,i)

γ

γ − 1

(
1 +

1− 1
v

dκ
d(κ,i)

− (1− 1
v )

)
.

Step 2. Since the RHS of the latter inequality increases in v, we produce a lower bound for v.

By construction, the mark g−(κ,i) is obtained by considering the dynamics

(4.39) dyt = −ψ(yt)dt, y0 =

1∑
j=0

g−(κ,i,j)

evaluated at time d(κ,i) − d(κ,i,∗) and where ∗ = 0 or 1. Since (4.32) implies that g−(κ,i,j) ≥ (c(γ −

1)d(κ,i,∗))
−β , we get

g−(κ,i) ≥
(
c(γ − 1)(d(κ,i) − d(κ,i,∗)) +

1

2γ−1
c(γ − 1)d(κ,i,∗)

)−β
=

(
c(γ − 1)d(κ,i)

)−β (
1− (1− 1

2γ−1
)
d(κ.i,∗)

d(κ,i)

)−β
where the RHS and LHS of the inequality are equal when the initial condition of (yt; t ≥ 0) is taken

to be 2(c(γ− 1)d(κ,i,∗))
−β (where the factor 2 comes from the sum in the initial condition of (4.39)).

This implies that

(4.40) v ≥ 1

1− (1− 1
2γ−1 )

dκ.i,∗
d(κ,i)

.

Step 3. Combining the two previous steps yields that

∀u ∈ [0, dκ − d(κ,i)], ψ(z+,i
u )− ψ(z−,iu ) ≥ ∆zit

u+ d(κ,i)

γ

γ − 1

(
1 +G(

d(κ,i)

dκ
,
d(κ,i,∗)

d(κ,i)
)

)
.
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where G(x, y) = x (1−21−γ)y
1−(1−21−γ)y . Further since G is increasing in x and y (since γ > 1), and

d(κ,i)
dκ

,
d(κ,i,∗)
d(κ,i)

≥ d(κ,i,∗)
dκ

we have

∀u ∈ [0, dκ − d(κ,i)], ψ(z+,i
u )− ψ(z−,iu ) ≥ ∆zit

u+ d(κ,i)

γ

γ − 1

(
1 + F (

d(κ,i,∗)

dκ
)

)
.

Next, if we solve

dȳu = − ȳu
u+ d(κ,i)

γ

γ − 1

(
1 + F (

d(κ,i,∗)

dκ
)

)
du, ȳ0 = ∆g(κ,i)

and evaluate the solution at u = dκ − d(κ,i), one finds the RHS of (4.36). The proof of the lemma is

achieved by a direct application of Gronwall’s lemma. �

Recall that ∆gκ = ∆zdκ−dκ,∗ and ∆z = z+ − z− where z+ and z− follow the dynamics defined

in (4.33). From Lemma 4.9, we have ∆gκ ≤
∑1
i=0 ∆zidκ−d(κ,i) . By the previous lemma, this implies

that

∆gκ ≤
1∑
i=0

∆g(κ,i)

(
d(κ,i)

dκ

) γ
γ−1

(
1+F (

d(κ,i,∗)
dκ

)

)

or equivalently that

(4.41) dβκ∆gκ ≤
1∑
i=0

dβ(κ,i)∆g(κ,i)

(
d(κ,i)

dκ

)(1+ γ
γ−1F (

d(κ,i,∗)
dκ

)

)

where F is defined in the previous lemma.

Let us now proceed with the rest of the proof. For n ≥ 1, let tn = {0} ⊗ {0, 1}n that ccould be

thought of as the vertices in t which are at a distance n from the root. For any v ∈ tn, let v(i) ∈ ti

the vertex obtained by only considering the first i coordinates of v (i.e., v(i) is the ancestor of v at

a distance i from the root). After a simple induction, we can generalize the previous inequality to

the following one

∀n ≥ 1, T β∆g0 ≤
∑
v∈t2n

dβv∆gv Π2n−1
i=0

(
dv(i+1)

dv(i)

)1+ γ
γ−1F (

dv(i+2)
dv(i)

)

(using the fact that dv(0) = d0 = T ). Define ε(x, y) := y
(
xγ/(γ−1)F (y)

)
. The previous equation

implies that (using the fact that F (x) ≥ 0 on [0, 1]2)

∀n ≥ 1, T β∆g0 ≤
∑
v∈t2n

dβv∆gvΠ
n−1
i=0

(
dv(2i+1)

dv(2i)

)(1+ γ
γ−1F (

dv(2i+2)
dv(2i)

)

)
dv(2i+2)

dv(2i+1)

=
∑
v∈t2n

dβv∆gv Πn−1
i=0 ε(

dv(2i+1)

dv(2i)
,
dv(2i+2)

dv(2i)
)

≤
∑
v∈t2n

dβvg
+
v Πn−1

i=0 ε(
dv(2i+1)

dv(2i)
,
dv(2i+2)

dv(2i)
)(4.42)
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We will now take advantage of the self-similarity in the Brownian CPP.

Lemma 4.11. Let v ∈ tn. Then

(1) {dv(i+1)/dv(i)}n−1
i=0 is a sequence of i.i.d. random variables uniformly distributed on [0, 1].

(2) dβvg
+
v = T βg+

0 = T βm+
0 (T ) in law.

(3) {dv(i+1)/dv(i)}n−1
i=0 and dβvg

+
v are independent.

Proof. W.l.o.g. we take v = 0n and T = 1, where 0n is the vector of length n filled up with 0. Let

τ > 0 be random or deterministic. Define the scaling operator F1/τ (l, t) = (l/τ, t/τ). Finally,

lτ := inf{l > 0 : (l, t) ∈ P, t ≥ τ}, Pτ := {(l, t) ∈ P : l ≤ lτ},

so that {lτ} × R+
∗ is the left-most branch in the tree T alive at time τ . In particular, we note that

m0(τ) is measurable with respect to Pτ since the vertical branches of the CPP l-coordinates such

that l ≥ lτ will not coalesce with the branch {0} × R+ before time τ .

From the scale invariance properties of the CPP, it is not hard to show that (i) {d0n(i+1)/d0n(i)}n−1
i=0

is a sequence of uniform random variables on [0, 1], and that if we take τ = d0n then (ii) F1/τ (Pτ )

is identical in law to P1, and (iii) that {d0n(i+1)/d0n(i)}n−1
i=0 and F1/τ (Pτ ) are independent. Further,

by reasoning along the exact same lines of Proposition 4.4(v), one can show that τβm+
· (·τ) coincides

with the marking m+ on the rescaled CPP F1/τ (Pτ ). This completes the proof of the lemma. �

Passing to the expectation on both sides of (4.42) and using the previous lemma, we get that

∀n ≥ 1, E
(
T β∆g0

)
≤ 2

∑
v∈t2n

E
(
dβvg

+
v

)
Πn−1
i=0 E

(
ε(
dv(2i+1)

dv(2i)
,
dv(2i+2)

dv(2i)
)

)
= 2× 4n × T β E

(
g+

0

)
E (ε(U1, U1U2))

n
(4.43)

where U1 and U2 are two uniform random variables on [0, 1]. From the definition of ε, we have

ε(U1, U1U2) < U1U2 a.s.

Since E(U1U2) = 1/4, we have E(ε(U1, U1U2)) < 1/4 and thus that the lim sup of the RHS of (4.43)

goes to 0 as n → ∞. Finally, the proof of (4.31) (and thus of Proposition 4.8) is completed by the

following lemma.

Lemma 4.12. E(g+
0 ) = E

(
m+

0 (T )
)
<∞.

Proof. Let n ≥ 1. For every v ∈ tn we consider the dynamics

(4.44) ṙvt = −ψ(rvt ), rv0 = gv.
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From the RHS of (4.28), we get that

E
(
m+

0 (T )
)
≤ 2nE

(
r0n
d0−d0n

)
≤ 2nE(r̄T−d0n )

where r̄ follows the dynamics dr̄ = −ψ(r̄)dt with initial condition +∞. Solving for r̄ we get

r̄T−d0n = (c(γ − 1)(d0 − d0n))
−β

=

(
c(γ − 1)T (1−Πn−1

i=0

d0n(i+1)

d0n(i)
)

)−β
and from Lemma 4.11, it remains to show that the following integral is finite for n large enough

I ′n =

∫
[0,1]n

(1−Πn
i=1ui)

−β
du1 · · · dun.

Since the singularity of the integral is at (1, · · · , 1) we can consider the integral

In =

∫
[ 12 ,1]n

(1−Πn
i=1ui)

−β
du1 · · · dun.

Let us now make the change of variable ∀i ∈ [n], wi = Πn
j=iuj so that

In =

∫
w1≤···≤wn,∀i∈[n],wi∈[ 1

2n−i−1 ,1]

(1− w1)
−β 1

Πn
i=2wi

dw1 · · · dwn

≤ 1

2n−1

∫
w1≤···≤wn,∀i∈[n],wi∈[ 1

2n−i−1 ,1]

(1− w1)
−β

dw1 · · · dwn

=
1

2n−1

1

β − 1

∫
w2≤···≤wn,∀i∈{2,··· ,n},wi∈[ 1

2n−i−1 ,1]

(1− w2)
1−β

dw2 · · · dwn +Kn,γ

where Kn,γ is a finite constant. Iterating the same calculation, we get

In ≤ Cn,γ
∫
wn∈[ 12 ,1]

(1− wn)
n−1−β

dwn + C̄n,γ

where Cγ,n, C̄γ,n < ∞. Taking n > β makes the integral In finite. This completes the proof of

the lemma. �

Proof of Theorem 4.1. The existence of a proper MK-V solution is provided by Proposition 4.4. We

proved the uniqueness of the solution in the stable case in Section 4.3. The scaling and measurability

properties follow directly from Proposition 4.4. The integrability property follows from Lemma

4.12. �

4.4. Asymptotic behavior of finite population models. In this section, we use Theorem 4.1

to deduce some asymptotic results on the MK-V equation (1.3).

Theorem 4.13. Again, we assume that ψ(x) = cxγ with c > 0 and γ > 1. Let ν ∈ MP (R+), with

ν({0}) < 1. For every δ > 0, let (x
(δ)
t ; t ≥ 0) be the MK-V solution with inverse population size δ

and initial measure ν. Finally, let (x
(0)
t ; t > 0) be the unique proper solution to MK-V.
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• (Convergence to the ∞. population solution) For every t > 0

lim
δ↓0

x
(δ)
t = x

(0)
t in law.

• (Long time behavior) For every δ > 0,

lim
t↑∞

x
(δ)
t tβ = Υ = x

(0)
1 in law.

Remark 4.14. Let γ ∈ (1, 2] and let (µ
(0)
t , t ≥ 0) be the unique proper weak solution to the Smolu-

chowski equation (1.3). (L(x
(0)
t ); t > 0) coincides with the measure valued process µ(0). (Using the

fact that there is a unique proper Smoluchowski solution, and that (L(x
(0)
t ); t > 0) is a proper weak

to the Smoluchowski solution.) As a direct corollary of Theorem 4.13, we obtain the following PDE

result: St,γ(µ
(δ)
t ) =⇒ µ0

1, where the convergence is meant in the weak topology.

The proof of the previous theorem relies on the following lemma, which is a corollary of the work

carried out in the previous section.

Lemma 4.15. Let ν ∈ MP (R+) and consider a sequence {ν(δ)}δ in MP (R+) with ν(δ) ≥ ν, where

the domination is meant in the stochastic sense.

Let
(
X

(δ)
t ; t ≥ 0

)
be a solution to (1.8) with L(X

(δ)
0 ) = ν(δ). Assume that ν({0}) < 1. Then for

every fixed t > 0, {X(δ)
t }δ converges in law to the proper solution x

(0)
t as δ → 0.

Proof. Let {δn} be a sequence of positive numbers decreasing to 0. According to Theorem 3.4,

L(X(δn)) = L(θδn ◦m
(δn)
0 ) where m(δn) is the partial marking above level δn with initial condition

ν(δn). The strategy of the proof will consist in showing that the sequence of partial markings

converges (up to a subsequence and in a sense specified below) to a full marking m (Step 1). Then,

we show that m0 must be the (unique) proper solution of MK-V due to the condition ν(δ) ≥ ν (Step

2).

Step 1. For j < n, define anij to be the ith mark of m(δn) at level δj (where marks are ranked

from left to right). By the branching structure of the CPP, the marks {anij}i are i.i.d..

We first claim that for every fixed i, j ∈ N, the sequence {anij}n is tight. In order to see that,

we first consider the case where ν(δn)(dx) = δ∞(dx) for every n. This exactly corresponds to the

marking m(δn),+ introduced in Proposition 4.4, for which we showed that {anij}n converges. Since

in general {anij}n is dominated by the previous case, it follows that {anij}n is tight.

Now, {(anij ; i, j ∈ N)}n seen as a random infinite array (equipped with the product topology) is

also tight. Going to a subsequence if necessary, there exists a limiting array (a∞ij ; i, j ∈ N) such that

{
(
T , (anij ; i, j ∈ N)

)
}n =⇒

(
T , (a∞ij ; i, j ∈ N))

)
as n→∞,
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where the convergence is meant in the product topology. Note that since for every fixed j, n, {anij}i
is a sequence of i.i.d. random variables, the same holds for the sequence {a∞ij }i for every j (the

marks at level δj are independent).

Using the Skorohod representation theorem, one can assume w.l.o.g. that the convergence holds

a.s.. Let us now fix j and let us consider mj the marking above level δj with initial marks (a∞ij ; i ∈ N)

(where the initial marks are assigned from left to right). By continuity of the flow, for almost every

realization of the CPP and the markings, for every t > δj and (l, t) ∈ T , {m(δn)
l (t)}n>j converges

a.s. to mj
l (t) under our coupling. (In other words, the convergence of the initial conditions induce

the convergence of the partial marking with the limiting mark.)

Let us now take j > j′ so that δj < δj′ . The previous result at time t = δj′ , together with the

fact that {(anij′ ; i ∈ N)}n converges to {(a∞ij′ ; i ∈ N)}n readily implies that the marks of mj at level

δj′ coincides with (a∞ij′ ; i ∈ N) – the initial marking of mj at level δj′ . Equivalently, this guarantees

that the sequence of markings {mj}j is consistent in the sense that for j > j′, the marking mj

restricted to {t ≥ δ′j} coincides mj′ . Thus, there exists a full marking m of the CPP such that m

coincides with mj on {t ≥ δj}.

Gathering the previous results, we showed that (i) for every s > 0, {ml(s) : (l, s) ∈ T } is a

sequence of i.i.d. random variable’s; and (ii) for every realization of the CPP and the markings,

(4.45) ∀t > 0, {m(δn)
0 (t)}n →m0(t) a.s..

As a consequence of (i), (m0(t); t > 0) is an ∞-population solution of MK-V by virtue of Theorem

4.3.

Step 2. Next, by reasoning along the same lines as Proposition 4.5 (see Step 2 therein), the

condition ν(δ) ≥ ν implies that this solution satisfies the growth condition (4.25), and (m0(t); t > 0)

must be proper. By the uniqueness result of Theorem 4.1, we get that L (m0(t)) = L(x
(0)
t ). Finally,

(4.45) together with the fact that L(X(δn)) = L(θδn ◦m
(δn)
0 ) (see Theorem 3.4) completes the proof

the lemma. �

Proof of Theorem 4.13. The first item follows directly from Lemma 4.15 after taking ν(δ) = ν. For

the second item, as a direct consequence of Proposition 3.6,

(4.46) tβx
(δ)
t = x̄

(δ/t)
1 in law

where x(δ) is the solution of (1.8) with initial measure ν and inverse population size δ, and where

x̄δ/t is the solution of (1.8) with initial measure S1/t,γ(ν) and inverse population size δ/t. Since for

t ≥ 1, S1/t,γ(ν) ≥ ν (in the stochastic sense), the second item follows again by a direct application

of Lemma 4.15.
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�

4.5. Dust solutions.

Proof of Theorem 4.2. The proof is very similar to the one of Lemma 4.15. Let X be a positive

random variable with finite mean and let {δk} be a positive sequence going to 0. Let m(δk) be the

partial marking above level δk with initial law δkL(X).

Step 1. Up to a subsequence, one can construct a full marking m of the CPP and coupling

between the (T ,m(δk))’s and (T ,m) such that for every (l, t) ∈ T

m
(δk)
l (t)→ml(t) a.s.,

and such that m0 is an ∞-pop solution to MK-V. The proof goes along the exact same lines as

Lemma 4.15 (Step 1).

Step 2. To prove that m0 is a dust solution, we show that m0(t) =⇒ 0 as t → 0. Recall the

definition of |D(δk)(0, t)|, the number of descendants of (0, t) at time δk in the CPP. From (4.28) we

get the following stochastic boundsc(γ − 1)t+

|D(δk)(0,t)|∑
i=1

δkXi

1−γ
−β

≤ m
(δk)
0 (t) ≤

|D(δk)(0,t)|∑
i=1

(
c(γ − 1)t+ (δkXi)

1−γ
)−β

where the {Xi} is an infinite sequence of random variable’s distributed as X and independent of the

CPP. From the definition of the CPP, one can show that

δk|D(δk)(0, t)| =⇒ E(t)

where E(t) is an exponential random variable with mean t. From here, a direct application of the

Law of Large Numbers shows that the LHS (resp., RHS) of the latter inequality converges (in law)

to (
c(γ − 1)t+ (E(X)E(t))1−γ)−β (resp., E(X)E(t)).

As a consequence,

(
c(γ − 1)t+ (E(X)E(t))1−γ)−β ≤ m0(t) ≤ E(X)E(t).

The RHS shows that m0(t) =⇒ 0 in law as t → 0. Finally, the LHS of the inequality ensures that

P(m0(t) > 0) = 1 for t > 0. This shows that m0 is a non-trivial dust solution of the ∞-population

MK-V equation.

Following the same approach, we can construct m1,m2, · · · ,mk, k dust MK-V solutions using

distinct positive random variable’s X1, X2, · · · , Xk to initialize the underlying marking. Next, if we
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choose those random variables in such a way that for every j < k,

E
(
mj

0(t)
)
≤ E(Xj)t < E

((
c(γ − 1)t+ (E(Xj+1)E(t))1−γ)−β) ≤ E(mj+1

0 (t))

so that the law of the mk’s must be distinct at time t. This shows that one can construct infinitely

many dust solutions to MK-V. �

5. Main convergence results

5.1. Notation. We will typically consider a sequence of nested coalescents indexed by n, in such

way that the initial number of species increase linearly with n (see Theorem 5.1).

Let snt be the number of blocks in the species coalescent (for the model indexed by n); Further

s̃nt = snt/n. We order the blocks of the species coalescent at any given time by their least element.

Bnt (i) will denote the ith block at time t, and V nt (i) the number of elements in the block; B̃nt = Bnt/n;

Ṽ nt = V nt/n.

Define Rn to be the scaling operator acting on measure-valued process such for every (νt; t ≥ 0)

valued in MF (R+), the process (Rn(ν)t; t ≥ 0) is the only measure valued process such that for

every bounded and continuous function f

∀t > 0,

∫
R+

f(x)Rn(ν)t(dx) =

∫
R+

f(x/n)νt/n(dx).

In words, space and time are both rescaled by 1/n.

For i ≤ snt , let us denote by Πn
t (i) the number of gene lineages in the species block with index i;

further let Π̃n
t := 1

nΠn
t/n. We define

gnt =

snt∑
i=1

δΠnt , and g̃nt = Rn ◦ gnt =
1

s̃nt

s̃nt∑
i=1

δΠ̃nt (i)

For a formal definition of (Πn
t (i); t ≥ 0) seen as a Markov process, we refer the reader to the generator

written in (7.54).

C0(R+) will denote the set of continuous functions vanishing +∞; C∞b (R+) will denote the set of

infinitely differentiable functions with bounded derivatives. The Stone-Weierstrass Theorem ensures

that C∞b (R+) is dense in C0(R+), and is also dense in the set of test functions (i.e., the C1 functions

f so that f and f ′ψ remain bounded).

(MF (R+), v) will refer to the set of Radon measure on R+ endowed with the vague topology

(i.e., the smallest topology making the map g → 〈g, f〉 continuous for every function f ∈ C0(R+));

whereas (MF (R+), w) will refer to MF (R+) equipped with the weak topology (i.e., the smallest

topology making the map g → 〈g, f〉 continuous for every function f ∈ Cb(R+) – the set of continuous

bounded functions).
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5.2. Statement of the main results.

Theorem 5.1. Consider a sequence of nested Kingman coalescents {Πn, sn}n. Let {Xn
i }i,n be an

infinite array of independent random variables such that

∀i, j, n, L(Xn
i ) = L(Xn

j ), lim sup
n

E
(
(Xn

1 )2
)
< ∞,

and independent of the species coalescent (s̃nt ; t ≥ 0). Assume that

Π̃n
0 =

(
Xn

1 , · · · , Xn
s̃n0

)
Assume further that

(1) sn0/n converges to r ∈ (0,∞) in L2+ε for some ε > 0.

(2) There exists ν ∈MP (R+) such that g̃n0 =⇒ ν in (MF (R+), w).

Then

(5.47) ((g̃nt , s̃
n
t ); t ≥ 0) =⇒

(
(µt,

2
2
r + t

); t ≥ 0

)
where (µt; t ≥ 0) is the unique weak solution of (1.3) with initial condition ν and inverse population

δ = 2
r . The convergence of {g̃n}n is meant in the Skorohod toplogy on D([0, T ], (MF (R+), w)) for

every finite interval [0, T ].

The proof of this result is postponed until Section 7.3.

In the previous theorem, we considered a sequence of nested Kingman coalescents (indexed by n)

with finite initial populations going to∞ with n. Next, we aim at investigating the case of a (single)

nested Kingman coalescent where the size of the population at time t = 0 is infinite.

Definition 5.2. We say that ((Πt, st); t > 0) is an ∞-population nested coalescent if and only if

(i) For every t > 0, conditioned on (Πt, st), the shifted process (θt ◦ (Πu, su);u ≥ 0) is a nested

coalescent with initial condition (Πt, st).

(ii) For every t > 0, Πt(i) ≥ 1 for every i ∈ [st].

(iii) st →∞ a.s. as t ↓ 0.

Note that properties (i) and (iii) immediately imply that (st; t > 0) is distributed as the block

counting process of a standard Kingman coalescent coming down from ∞. In particular, t
2st → 1

a.s. as t→ 0.

Lemma 5.3. There exists an ∞-population nested Kingman coalescent.
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Proof. The idea is very similar to the existence of a proper solution to the ∞-population MK-V

equation, as described in Section 4.1. We omit the details and only give a brief outline of the

construction.

Let {δn} be a sequence of positive numbers decreasing to 0 and let (st; t > 0) be a species

coalescent (i.e., a standard coalescent with rate 1) coming down from infinity. For every n, define(
Π

(δn),+
t , θδn ◦ st; t > 0

)
be the nested coalescent starting with sδn species and infinitely many genes

per species. Finally, for every t > δn, define Πn,+
t = θ−δn ◦ Π

(δn),+
t . It is easy to find a coupling

such that for every t > 0, the sequence {Πn,+
t }n is decreasing (i.e, each of the coordinates decreases

in n) and converges to a limit Π+
t a.s., whereas θδn ◦ st obviously converges to st. Finally, one can

easily check that (Π+
t , st) is an ∞-population nested Kingman coalescent at ∞. �

Remark 5.4. The ∞-population nested Kingman coalescent relates to the regime of Theorem 1 in

[10].

Theorem 5.5. Let (gt; t > 0) be the empirical measure of an ∞-population nested Kingman coales-

cent. Then

{(
(Rn ◦ gt,

1

n
st/n); t > 0

)}
n

=⇒
((

µ
(0)
t ,

2

t

)
; t > 0

)
where µ(0) is the unique proper ∞-population solution of the Smoluchowski equation (as described in

Theorem 2.7) for ψ(x) = c
2x

2 and the convergence is meant in D([τ, T ], (MF (R+), w)) for any pair

such that 0 < τ < T <∞.

In particular, for every t > 0, µ
(0)
t is the law of 1

tΥ where Υ is the r.v. defined in Theorem 2.8.

Remark 5.6. In the proof of Lemma 5.3, we outlined the construction of the “maximal” ∞-

population nested coalescent by starting from the∞-initial condition at level δn (and letting δn → 0).

A “minimal” ∞-population nested Kingman coalescent would consist in setting the initial condition

to 1 for every species.

Our next result suggests that those two extremal nested coalescents are actually identical since

their asymptotic empirical measures are indistinguishable. By a simple coupling argument, this

should also imply that all the nested coalescents coming down from ∞ are identical. In other words,

we conjecture that there is a single entrance law for the nested Kingman coalescent.

As a corollary of the previous result, we will deduce the speed of coming down from infinity in

the nested Kingman coalescent.
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Theorem 5.7 (Speed of coming down from ∞). Let ρt := st 〈gt, x〉 be the number of gene lineages

at time t. Then

(5.48)
1

n2
ρt/n =⇒n

2

t

∫ ∞
0

xµ0
t (dx) =

2

t2
E (Υ) <∞.

The proof of the two previous statements is postponed until Section 8.

6. Some useful estimates

In this section, we establish some estimates which will be useful in due time. This section can be

skipped at first reading.

Lemma 6.1 (Large deviations). Let zn be the block counting process associated with a Kingman

coalescent with rate c > 0 such that {zn0 } is a deterministic sequence in R+ ∪ {+∞} such that

zn0 /n→ r ∈ (0,+∞].

There exist two functions I+ and I− and two constants K, K̄

∀γ > 0, P
(

1

n
z(t/n) > (1 + γ)

2r

2 + rct

)
≤ K+ exp(−nI+(γ))

∀γ ∈ (0, 1), P
(

1

n
z(t/n) < (1− γ)

2r

2 + rct

)
≤ K̄− exp(−nI−(γ))

such that I±(γ) > 0 for γ > 0 and lim infγ→∞ I+(γ)/γ > 0.

Proof. The case zn0 = +∞ was treated in [21]; see proof of Lemma 4.6 therein. The general case can

be handled by a straightforward extension of our method. �

Corollary 6.2. Let k ∈ N and r ∈ (0,∞). Let us assume that {sn0/n} converges to a deterministic

r ∈ (0,∞) in Lk+2+ε for some ε > 0. Then

lim sup
n

E

(
s̃n0
n

)k
1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)2

 < ∞.

Proof. Take α = 1
2+rcT . Then

E

(
s̃n0
n

)k
1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)2 | s̃n0

 ≤ (s̃n0 )k+2

nk
P
(
s̃nT
s̃n0

< α | s̃n0
)

+
(s̃n0 )k+1

αnk
E

 s̃nT∑
i=1

Ṽ nT (i)2

(s̃n0 )2
| s̃n0


=

(s̃n0 )k+2

nk
P
(
s̃nT
s̃n0

< α | s̃n0
)

+
(s̃n0 )k+1

αnk

(
(1− exp(−T

n
))(1− 1

s̃n0
) +

1

s̃n0

)
,

where the equality simply comes from the fact that the expectation on the RHS of the inequality is

the probability that two elements sampled in {1, · · · , sn0} (with replacement) are in the same block

of a standard Kingman coalescent at time T/n. (Note that our choice of α = 1
2

2
2+rcT is motivated



52

by the previous large deviation estimates, so that when sn0/n ∼ r the first term on the RHS will be

negligible.)

First, since sn0/n converges in Lk+1, the second term of the RHS remains bounded in L1. Let us

now deal with the first term and show that it remains bounded in L1. Seeking a contradiction, we

assume that

(6.49) lim sup
n

E
(

(s̃n0 )k+2

nk
1 s̃n

T
s̃n0
<α

)
= ∞.

Then, up to a subsequence, the latter expectation goes to ∞. Our aim is to extract a further

bounded subsequence in L1, thus yielding a contradiction. Let us now consider p, q > 1 such that

1/p + 1/q = 1 and (2 + k)p < 2 + k + ε. By Lemma 6.1 and our choice of α, we can take γ small

enough such that

P (s̃nT < αr(1 + γ)n | sn0 = [r(1− γ)n])

goes to 0 exponentially fast in n. For this choice of γ ∈ (0, 1), one can extract a further subsequence

such

(6.50) lim sup
n

n2qP(sn0/n /∈ [r(1− γ), r(1 + γ)]) <∞.

For the rest of the proof, we will work under this subsequence. Next,

E
(

(s̃n0 )k+2

nk
1 s̃n

T
s̃n0
<α

)
≤ E

(
(s̃n0 )k+2

nk
,
s̃nT
s̃n0

< α and sn0/n ∈ [r(1− γ), r(1 + γ)]

)
+ E

(
(s̃n0 )k+2

nk
, sn0/n /∈ [r(1− γ), r(1 + γ)]

)
.

We first deal with the first term on the RHS of the inequality that we call (i).

(i) ≤ r2+k(1 + γ)2+kn2P (s̃nT < αr(1 + γ)n, sn0/n ∈ [r(1− γ), r(1 + γ)])

≤ r2+k(1 + γ)2+kn2P (s̃nT < αr(1 + γ)n | sn0 = [r(1− γ)n]) ,

where the RHS goes to 0 by our choice of α and γ. We now deal with the second term. By Hölder’s

inequality, we have

E
(

(s̃n0 )k+2

nk
, sn0 /∈ [r(1− γ), r(1 + γ)]

)
≤ E

(
(
sn0
n

)(k+2)p

) 1
p (
n2qP(sn0 /∈ [r(1− γ), r(1 + γ)])

)1/q
.

Since
sn0
n remains bounded in L2+k+ε, and because of (6.50), this shows that lim supE

(
(s̃n0 )21 s̃n

T
s̃n0
<α

)
<

∞, which is the desired contradiction. This completes the proof of the lemma. �

Lemma 6.3. Assume that {sn0/n} converges to a deterministic r ∈ (0,∞) in L3+ε for some ε > 0.

Let (ξi; i ∈ N) be i.i.d. block counting processes of Kingman coalescent with rate c > 0 coming down
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from infinity and independent of the species coalescent. Then for every 0 < τ < T :

lim sup
n→∞

E

(
sup
[τ,T ]

βnt

)
< ∞ where βnt :=

1

s̃nt

s̃nt∑
i=1

 ∑
j∈B̃nt (i)

1

n
ξj(t/n)

2

.

and where B̃nt was defined in Section 5.1.

Proof. For every k ∈ N, we define the events Ãk,nt = { 2kn
ct ≤ maxi∈[s̃n0 ] ξi(t/n) ≤ 2(1+k)n

ct } and

Āk,nt,T = { 2kn
cT ≤ maxi∈[s̃n0 ] ξi(t/n)}. Take k0 ∈ N such that k0

τ
T > 1

βnt ≤

(
(
2k0

ct
)2 +

∞∑
k=k0

(
2(k + 1)

ct
)21Ãk,nt

)
1

s̃nt

s̃nt∑
i=1

Ṽ nt (i)2

≤

(
(
2k0

ct
)2 +

∞∑
k=k0

(
2(k + 1)

ct
)21Āk,nt,T

)
1

s̃nt

s̃nt∑
i=1

Ṽ nt (i)2.

Next, for every t ≤ T , let us denote by C̃nt,T (i) the indices of the blocks at time t/n partioning the

block i at time T/n. (In particular, C̃n0,T (i) = B̃nT (i).) Then

1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)2 =
1

s̃nT

s̃nT∑
i=1

(
∑

j∈C̃nt,T (i)

Ṽ nt (j))2

≥ 1

s̃nT

s̃nT∑
i=1

∑
j∈C̃nt,T (i)

Ṽ nt (j)2 =
1

s̃nT

s̃nt∑
k=1

Ṽ nt (k)2

≥ 1

s̃nt

s̃nt∑
k=1

Ṽ nt (k)2(6.51)

which implies that sup[τ,T ]
1
s̃nt

∑s̃nt
i=1 Ṽ

n
t (i)2 = 1

s̃nT

∑s̃nT
i=1 Ṽ

n
T (i)2. Further, since ξi is non-increasing

sup
[τ,T ]

βnt ≤

(
(
2k0

cτ
)2 +

∞∑
k=k0

(
2(k + 1)

cτ
)21Āk,nτ,T

)
1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)2.

Since the ξi’s are independent of the coalescent, this yields

E(sup
[τ,T ]

βnt | s̃n0 ) ≤

(
(
2k0

cτ
)2 +

∞∑
k=k0

(
2(k + 1)

cτ
)2P

(
Āk,nτ,T | s̃

n
0

))
E

 1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)2 | s̃n0


≤

(
(
2k0

cτ
)2 +

∞∑
k=k0

(
2(k + 1)

cτ
)2s̃n0 P

(
1

n
ξ(τ/n) ≥ 2k

cT

))
E

 1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)2 | s̃n0


Using Lemma 6.1

E(sup
[τ,T ]

βnt | s̃n0 ) ≤

(
(
2k0

cτ
)2 +

s̃n0
n

∞∑
k=k0

(
2(k + 1)

cτ
)2nK+ exp(−nI+(k

τ

T
− 1)

)
E

 1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)2 | s̃n0
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Recall that for every k ≥ k0, we have k τT > 1. Since lim infγ→∞ I+(γ)/γ > 0, a straightforward

application of the dominated convergence theorem shows that the sum on the RHS of the inequality

goes to 0 as n→∞. Thus, there exists a constant C (independent of n) such that

E(sup
[τ,T ]

βnt | s̃n0 ) ≤
(

(
2k0

cτ
)2 + C

s̃n0
n

)
E

 1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)2 | s̃n0


The fact that the RHS of the inequality is uniformly bounded in L1 is handled by Corollary 6.2

(with k = 0, 1). �

7. Convergence of the empirical measure

In this section, we assume a sequence of nested coalescents {(Πn
t , s

n
t ); t ≥ 0} indexed by n. Assume

that that there exists r ∈ (0,∞) such that

(7.52) s̃n0/n → r in L1.

We will also assume that

(7.53) ∀T > 0, lim sup
n

E
(

max
[0,T ]

〈
g̃nt , x

2
〉)

<∞.

As we shall see later, this condition will be satisfied under the initial conditions specified in Theorem

5.1, and will also appear naturally in the infinite population nested Kingman coalescent.

7.1. Generators. We start with some definition. The process of genetic composition
(

Π̃n
t ; t ≥ 0

)
defines a Markov process valued in the space

E := ∪k∈N∗Rk+.

We define En to be the subspace of E such that every coordinate of Π ∈ E is such that nΠ(i) ∈ N∗.

For every Π ∈ E, we define |Π| as the number of entries in Π. In particular, we have |Π̃n
t | = s̃nt .

Finally, when |Π| > 1, for every i < j ≤ |Π|, θij(Π) is the only element Π′ ∈ E such that Π′ is

obtained by coagulating coordinates i and j. More precisely, θij(Π) is a vector of size |Π| − 1 with

coordinates

∀k < |Π|, θi,j(Π)(k) =


Π(i) + Π(j) if k = i

Π(k + 1) if k ≥ j

Π(k) otherwise

For instance,

if Π =
(
X1, X2, X3, X4

)
, then θ1,3(Π) =

(
X1 +X3, X2, X4

)
.

Finally, for every Π ∈ E, we define gΠ = 1
|Π|
∑|Π|
i=1 δΠ(i), the empirical measure associated to the

genetic composition Π.
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Let us now describe the generator of
(

Π̃n
t ; t ≥ 0

)
describing the evolution of the number of gene

lineages per species. Define eki to be the vector of size k filled with zeros except for the ith coordinate

which is equal to 1. Then for every bounded function h from E to R, and every Π ∈ En we have

Gnh(Π) :=
c

n

n∑
i=1

nΠ(i)(nΠ(i)− 1)

2

(
h(Π− 1

n
e
|Π|
i )− h(Π)

)
︸ ︷︷ ︸

term I

+
1

n
1|Π|>1

∑
i<j≤|Π|

(h ◦ θij(Π) − h(Π))

︸ ︷︷ ︸
term II

(7.54)

where the first term corresponds to a coalescence of two gene lineages (belonging to the same species),

and the second term corresponds to a coalescence of two species lineages. Finally,

(7.55) g̃nt =
1

|Π̃n
t |

|Π̃nt |∑
i=1

δΠ̃nt (i),

corresponds to the empirical measure of the block masses, where the mass of a block is measured in

terms of its (renormalized) number of gene lineages.

Before going to the convergence of the empirical measure g̃n, we will need to establish a few

technical lemmas related to the generator of the process (Π̃n
t ; t ≥ 0). For every f ∈ C∞b (R+), we

define

(7.56) Xn,f
t := 〈g̃nt , f〉

Note that Xn,f
t can be regarded as a function of Π̃n

t . We call hf this function (hf (Π) = 〈gΠ, f〉),

in such a way that Xn,f
t := hf (Π̃n

t ),

Lemma 7.1 (Generator approximation). Assume that conditions (7.52) and (7.53) hold. For every

f ∈ C∞b (R+), Π ∈ En, define

Ḡhf (Π) = −
〈
gΠ,

cx2

2
f ′
〉

+
r

2 + rs

∫
R2

gΠ(dx)gΠ(dy) (f(x+ y)− f(x)) .

Then for every t ≥ 0

E
(∫ t

0

(Gn − Ḡ)hf (Π̃n
s )ds

)
→ 0 as n→∞.

Proof. We first note that

E

(∫ t

0

| |Π̃
n
s |

2n
− r

2 + rs
|
∫
R2

gΠ̃ns
(dx)gΠ̃ns

(dy) (f(x+ y)− f(x) ) ds

)
≤ 2||f ||∞E

(∫ t

0

| |Π̃
n
s |

2n
− r

2 + rs
|ds

)
.

From Lemma 6.1 and using the fact that (|Π̃n
t |/n; t ≥ 0) is non-increasing

(|Π̃n
t |/n; t ≥ 0)→ (

2r

2 + rt
; t ≥ 0) in probability

(where the convergence is meant in the Skorohod topology on every interval [0, T ]) so that the

integrand on the RHS of the latter inequality goes to 0 in probability. Further, by assumption
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{|Π̃n
0 |/n} is uniformly integrable, and since |Π̃n

0 | ≥ |Π̃n
t | it easily follows (by uniform integrability in

(Ω× [0, t],P× dt)) that

E(

∫ t

0

| |Π̃
n
s |

2n
− r

2 + rs
|ds)→ 0

so that the LHS of the latter inequality vanishes. From our assumptions, it is then sufficient to show

the existence of a constant K such that for every Π ∈ En and f ∈ C∞b (R+)∣∣∣∣Gnhf (Π) −
(
−
〈
gΠ,

cx2

2
f ′
〉

+
|Π|
2n

∫
R2

gΠ(dx)gΠ(dy) (f(x+ y)− f(x) )

)∣∣∣∣
≤ K

n

(
||f ′||∞ 〈gΠ, x〉 + ||f ′′||∞

〈
gΠ, x

2
〉)

+ K × 1|Π|>1
1

|Π| − 1
||f ||∞.(7.57)

(Indeed, the first term on the RHS goes to 0 as n → ∞. For the second term, it is enough to

notice that |Π̃n
t | → ∞ in probability and direct application of the Dominated Convergence Theorem

implies that this term converges to 0 in L1([0, 1]× Ω, dt⊗ dP)). We start by approximating term I

of the generator Gn (as defined in (7.54)). For every Π ∈ En, we have

I =
c

n

|Π|∑
i=1

nΠ(i)(nΠ(i)− 1)

2

(
hf (Π− 1

n
e
|Π|
i )− hf (Π)

)

=
c

|Π|n

|Π|∑
i=1

nΠ(i)(nΠ(i)− 1)

2

(
f(Π(i)− 1

n
)− f(Π(i))

)
and by a simple Taylor expansion, it follows that there exists a constant c1 such that

| I +

〈
gΠ,

cx2

2
f ′
〉
| ≤ c1

(
||f ′||∞
n

〈gΠ, x〉 +
||f ′′||∞
n

〈
gΠ, x

2
〉)

.

Let us now deal with term II of the generator Gn (again as defined in (7.54)). For Π such that

|Π| > 1, consider the measure

(7.58) νΠ(dxdy) = gΠ(dx)
|Π|
|Π| − 1

(
gΠ(dy)− 1

|Π|
δx(dy)

)
,

i.e., νΠ is the measure that consists of sampling two elements with no replacement according to the

measure gΠ. Then

II = 1|Π|>1
|Π|(|Π| − 1)

2n

∫
(R+)2

νΠ(dxdy)

×
(

|Π|
|Π| − 1

〈gΠ, f〉+
1

|Π| − 1
f(x+ y)− 1

|Π| − 1
f(x)− 1

|Π| − 1
f(y) − 〈gΠ, f〉

)
= 1|Π|>1

|Π|(|Π| − 1)

2n

∫
(R+)2

νΠ(dxdy)

(
1

|Π| − 1
〈gΠ, f〉+

1

|Π| − 1
f(x+ y)− 1

|Π| − 1
f(x)− 1

|Π| − 1
f(y)

)
= 1|Π|>1

|Π|
2n

∫
(R+)2

νΠ(dxdy) (〈gΠ, f〉+ f(x+ y)− f(x)− f(y) )
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In words, we coalesce two species lineages at rate |Π|(|Π|−1)
2n . Conditional on a coalescence event, we

pick two species lineages according to the measure νΠ(dxdy). If we pick two lineages with coordinate

x and y respectively, then the change in 〈gΠ, f〉 is readily given by the term between parenthesis.

By using (7.58), one gets the existence of a constant c2 such that

| II − 1|Π|>1
|Π|
2n

∫
(R+)2

gΠ(dx)gΠ(dy) (〈gΠ, f〉+ f(x+ y)− f(x)− f(y) ) | ≤ 1|Π|>1c2
||f ||∞
|Π| − 1

Using the fact that∫
(R+)2

gΠ(dx)gΠ(dy) (〈gΠ, f〉+ f(x+ y)− f(x)− f(y) ) =

∫
(R+)2

gΠ(dx)gΠ(dy) (f(x+ y)− f(x) )

this yields

| II − 1|Π|>1
|Π|
2n

∫
(R+)2

gΠ(dx)gΠ(dy) (f(x+ y)− f(x) ) | ≤ c21|Π|>1
||f ||∞
|Π| − 1

which is the desired inequality (7.57).

�

Lemma 7.2. For every 0 ≤ u ≤ t ≤ T

|
〈
Xn,f

〉
t
−
〈
Xn,f

〉
u
| ≤ C

n

∫ t

u

(
||f ′||2∞

〈
g̃nt , x

2
〉

+ ||f ||2∞
)
ds

Proof. hf (Π̃n) is a pure jump process and its bracket term
〈
Xn,f

〉
t
−
〈
Xn,f

〉
u

can be decomposed

into two terms, i.e.
〈
Xn,f

〉
t
−
〈
Xn,f

〉
u

=
∫ t
u
I ′s ds +

∫ t
u
II ′s ds where

I ′t =
c

n

s̃nt∑
i=1

nΠ̃n
t (i)(nΠ̃n

t (i)− 1)

2

(
hf (Π̃n

t −
1

n
e
s̃nt
i )− hf (Π̃n

t )

)2

=
c

n|Π̃n
t |2

|Π̃nt |∑
i=1

nΠ̃n
t (i)(nΠ̃n

t (i)− 1)

2

(
f(Π̃n

t (i)− 1/n)− f(Π̃n
t (i))

)2

and

II ′t = 1|Π̃nt |>1

× |Π̃n
t |(|Π̃n

t | − 1)

2n

∫
(R+)2

νΠ̃nt
(dxdy)

(
1

|Π̃n
t | − 1

〈
gΠ̃nt

, f
〉

+
1

|Π̃n
t | − 1

f(x+ y)− 1

|Π̃n
t | − 1

f(x)− 1

|Π̃n
t | − 1

f(y)

)2

where the sampling measure νΠ is defined as in (7.58), and the expression of II ′t is obtained by an

argument analogous to the one for obtaining (7.59). Straightforward estimates yield that

| I ′t | ≤
c||f ′||2∞

n

〈
g̃nt , x

2
〉

and

| II ′t | ≤ 16× 1|Π̃nt |>1||f ||∞
|Π̃n
t |

n(|Π̃n
t | − 1)

≤ 32
||f ||∞
n

which is the desired result. �



58

7.2. Tightness result. The aim of this section is to show the following tightness result. This will

be the key ingredient in the proof of our convergence results. In the following, we use the definition

of weak (w) and vague (v) convergence as defined in Section 5.1.

Proposition 7.3. Assume that conditions (7.52) and (7.53) hold. For every T > 0, the sequence

processes {g̃n}n≥0 is tight in D([0, T ], (MF (R+), w)) and any converging subsequence belongs to

C([0, T ], (MF (R+), w)), the space of continuous functions from [0, T ] to (MF (R+), w). Further

(i) Any accumulation point g∞ is a weak solution of the Smoluchowski (1.3) with inverse pop-

ulation 2/r in the sense that for every t ≥ 0 and every test function f

0 = 〈g∞t , f〉−〈g∞0 , f〉+
∫ t

0

〈
g∞s , c

x2

2
f ′
〉
ds −

∫ t

0

1

s+ 2
r

∫
(R+)2

g∞s (dx)g∞s (dy) (f(x+ y)− f(x) ) ds

(ii) For every t ∈ [0, T ], 〈g∞t , x〉 <∞ and

〈g̃nt , x〉 → 〈g∞t , x〉 in probability.

In order to prove tightness, we follow a standard line of thoughts (see e.g., [15, 28, 29]. The

approach is summarized in the statement of Theorem 7.4 which is cited from Tran [29] (Theorem

1.1.8). This Theorem can be obtained by concatenating the so-called Roelly criterium [25] (which

states that the tightness of D([0, T ], (MF (R+), v)) boils down to proving that {〈gn, f〉}n≥0 for f ∈

C∞b (R+) is tight in D([0, T ],R)), and a criterium due to Roelly [25], allowing us to go from vague

to weak convergence by checking that no mass is lost at ∞.

Theorem 7.4. Let {g̃n} be a sequence in D([0, T ], (MF (R+), w). Then the three following conditions

are sufficient for the tightness of {g̃n} in D([0, T ], (MF (R+), w)).

(i) For every f ∈ C∞b (R+), the sequence {〈gn, f〉}n is tight in D([0, T ],R).

(ii) lim supn E(sup[0,T ]

〈
g̃nt , x

2
〉
) <∞.

(iii) Any accumulation point g∞ of {g̃n} (in D([0, T ], (MF (R+), v)) belongs to C([0, T ], (MF (R+), w)).

Proof of Proposition 7.3. Step 1. We first show that for every f ∈ C∞b (R+), the sequence of

processes {Xn,f}n (as defined in (7.56)) is tight. In order to do so, we use the classical Aldous and

Rebolledo criterium [2, 18]. We first note that for every t ≥ 0

|Xn,f
t | ≤ ||f ||∞

so that the first requirement of Aldous criterion (i.e., for every deterministic t, {Xn,f
t }n is tight) is

satisfied. Next, let γ > 0 be an arbitrary small number and let us consider two stopping times (τ, σ)

such that

0 ≤ τ ≤ σ ≤ τ + γ ≤ T.
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First, we decompose the semi-martingale Xn,f into its martingale part and its drift part, namely,

(7.59)

Xn,f
t = Mn,f

t + Bn,ft , where Bn,ft :=
∫ t

0
Gnhf (Π̃n

s )ds and Mn,f
t := Xn,f

t −
∫ t

0
Gnhf (Π̃n

s )ds.

It remains to show that the quantities

E(|Bn,fσ −Bn,fτ |) and E(|Mn,f
σ −Mn,f

τ |)

are bounded from above by a function of γ (uniformly in the choice of the two stopping times τ and

σ and n) going to 0 as γ goes to 0. (This is the second part of Aldous and Robolledo criterium). In

order to prove this result, we now make use of some of the technical results established earlier.

First, from (7.54), we note that there exists a constant K̄ such that for every Π ∈ En and

f ∈ C∞b (R+)

|Gnhf (Π)| ≤ K̄

(
||f ′||∞

〈
gΠ, x

2
〉

+
|Π|
n
||f ||∞

)
.

This implies that

E
(
|Bn,fσ −Bn,fτ |

)
≤ E

(∫ σ

τ

|Gnhf (Π̃n
s )|ds

)
≤ K̄E

(∫ σ

τ

(
||f ′||∞

〈
gΠ̃ns

, x2
〉

+
sn0
n
||f ||∞

)
ds

)
≤ K̄γ

(
||f ′||∞E

(
sup
[0,T ]

〈
gΠ̃ns

, x2
〉)

+
sn0
n
||f ||∞

)
.

Further,

E(|Mn,f
σ −Mn,f

τ |)2 ≤ E(|Mn,f
σ −Mn,f

τ |2)

= E
(〈
Xn,f

〉
σ
−
〈
Xn,f

〉
τ

)
≤ C

n
E
(∫ σ

τ

(
||f ′||2∞

〈
gΠ̃ns

, x2
〉

+ ||f ||2∞
)
ds

)
≤ C

n
γ

(
||f ′||2∞E

(
sup
[0,T ]

〈
gΠ̃ns

, x2
〉)

+ ||f ||2∞

)
where the second inequality follows from Lemma 7.2. Combining the two previous inequalities with

(7.52) and (7.53) shows the tightness of {Xn,f}n≥0.

Step 2. Let g∞ be an accumulation point of the sequence {g̃n} in D([0, T ], (MF (R+), v)). Since

g̃nt = 1
s̃nt

∑s̃nt
i=1 f(Π̃n

t ) and a transition can only affect two coordinates of Π̃n at a time, it is not hard

to show that

sup
t∈[0,T ]

sup
f∈L∞([0,T ]),||f ||∞≤1

| 〈g̃nt , f〉 −
〈
g̃nt−, f

〉
| ≤ 4

s̃nT

where L∞([0, T ]) is the set of bounded functions from [0, T ] to R. Since s̃nT goes to∞ (in probability)

as n → ∞, this implies that g∞ belongs to C([0, T ], (MF ([0, T ]), w)). The tightness of {g̃n} in
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D([0, T ], (MF (R+), w)) then follows by a direct application of Theorem 7.4 (using the second moment

assumption lim supn E
(

sup[0,T ]

〈
g̃n, x2

〉)
<∞).

Step 3. Next, let f be an arbitrary test function in C∞b (R+). For everym ∈ D([0, T ], (MF (R+), w)),

define

ϕf,t(m) = 〈mt, f〉−〈m0, f〉+
∫ t

0

〈
ms, c

x2

2
f ′
〉
ds−

∫ t

0

1

s+ 2
r

∫
(R+)2

ms(dx)ms(dy) (f(x+ y)− f(x) ) ds.

In this step, we show that ϕf,t(g
∞) = 0, for every t ∈ [0, T ] and any choice of test function f in

C∞b (R+). We first observe

E (|ϕf,t(g̃n)|) ≤ E(|Mn,f
t −Mn,f

0 |) + E
(∫ t

0

∣∣∣(Gn − Ḡ)hf (Π̃n
s )
∣∣∣ ds )

where Mn,f is the martingale defined in (7.59) and Ḡ is the generator approximation defined in

Lemma 7.1. When we let n → ∞, the second term vanishes by Lemma 7.1. For the first term, we

have (
E|Mn,f

t −Mn,f
0 |

)2

≤ E
(
Mn,f
t −Mn,f

0

)2

= E
(〈
Xn,f

〉
t
−
〈
Xn,f

〉
0

)
and the RHS can be handled by Lemma 7.2 and our second moment assumption (7.53). This implies

lim
n→∞

E (|ϕf,t(g̃n)|) = 0.

On the other hand, since any accumulation point g∞ must be in C([0, T ], (MF (R+), w)) and since f

and its derivative f ′ are continuous, we must have

ϕf,t(g̃
n) =⇒ ϕf,t(g

∞).

(Here we use the fact that f is a test function so that f and ψf ′ remain bounded, and further, if

{(m̃n
t ; t ≥ 0)} converges to a continuous (m∞t ; t ≥ 0), then for every continuous and bounded in u,

the process (〈mn
t , u〉 ; t ≥ 0) converges to (〈mt, u〉 ; t ≥ 0) in the uniform norm on every finite interval)

we get that E(|ϕf,t(g∞)|) = 0 by a direct application of the Dominated Convergence Theorem.

Step 4. In the previous step, we showed that ϕf,t(g
∞) = 0 for any test function in C∞b (R+). By

a standard density argument, the result also holds for any test function, thus showing that g∞ is a

weak solution of the Smoluchowski equation (1.3) with inverse population δ.

Step 5. Let us now show the convergence of the mean. The argument is quite standard and goes

by approximating the function x by a bounded and continuous function to make use of the weak

convergence. Define

f (k)(x) = x if x ≤ k, f (k)(x) = k otherwise,
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and note that

(7.60) 〈g̃nt , x〉 =
〈
g̃nt , f

(k)(x)
〉

+
〈
g̃nt , x− f (k)(x)

〉
.

We now let n and then k go to 0 sequentially. By using the Cauchy-Schwarz and Markov inequalities,

for any k ≥ 1, we get 〈
g̃nt , x− f (k)(x)

〉2

≤ 〈g̃nt , 1x≥k〉
〈
g̃nt ,
(
(x− k)+

)2〉
≤ 1

k2

〈
g̃nt , x

2
〉3/2

(7.61)

and using (7.53), the RHS of the inequality goes to 0 (in probability) as n and then k, go sequentially

to 0. On the other hand, since {g̃nt }n converges to g∞t as n→∞ in the weak topology, the first term

on the RHS of (7.60) converges to
〈
g∞t , f

(k)
〉
. Finally, as k → ∞,

〈
g∞t , f

(k)
〉

goes to to 〈g∞t , x〉 by

the monotone convergence theorem. This completes the proof for the convergence of the mean. �

7.3. Proof of Theorem 5.1. We start by showing the convergence of {(g̃nt ; t ∈ [0, T ])}n. By

Proposition 7.3 (and the unicity of (1.3) with initial condition ν and δ = 2/r), it is enough to show

that lim supn E
(

sup[0,T ]

〈
g̃nt , x

2
〉)

< ∞.

For every t ≤ T , denote by C̃nt,T (i) be the indices of the blocks at time t/n partionning the block

i at time T/n. (In particular, C̃n0,T (i) = B̃nT (i).) We have

1

s̃nT

s̃nT∑
i=1

 ∑
k∈B̃nT (i)

Π̃n
0 (k)

2

=
1

s̃nT

s̃nT∑
i=1

 ∑
j∈C̃nt,T (i)

∑
k∈B̃nt (j)

Π̃n
0 (k)


2

≥ 1

s̃nT

s̃nT∑
i=1

∑
j∈C̃nt,T (i)

 ∑
k∈B̃nt (j)

Π̃n
0 (k)

2

=
1

s̃nT

s̃nt∑
i=1

 ∑
k∈B̃nt (i)

Π̃n
0 (k)

2

≥ 1

s̃nt

s̃nt∑
i=1

 ∑
k∈B̃nt (i)

Π̃n
0 (k)

2

.(7.62)

Thus, for every t ≤ T , this yields

〈
g̃nt , x

2
〉
≤ 1

s̃nt

s̃nt∑
i=1

(
∑

j∈B̃nt (i)

Π̃n
0 (j))2 ≤ 1

s̃nT

s̃nT∑
i=1

 ∑
j∈B̃nT (i)

Π̃n
0 (j)

2

where the first inequality is obtained by ignoring the coalescence events between gene lineages (in

particular, the first inequality becomes an equality when c = 0). Let {Gt; t ≥ 0} be the natural
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filtration generated by the species coalescent. From the previous arguments, we get that

E

(
sup
[0,T ]

〈
g̃nt , x

2
〉)

≤ E

 1

s̃nT

s̃nT∑
i=1

 ∑
j∈B̃nT (i)

Π̃n
0 (j)

2


≤ E

 1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)
∑

j∈B̃nT (i)

(Π̃n
0 (i))2


= E

 1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)
∑

j∈B̃nT (i)

E
(
(Xn

i )2 | Gt
)

= E
(
(Xn

1 )2
)
E

 1

s̃nT

s̃nT∑
i=1

Ṽ nT (i)2

 ,

and the RHS remains bounded by assumptions and Corollary 6.2.

It remains to show the joint convergence statement (5.47). The convergence of {s̃n} was already

stated in Lemma 6.1. The joint convergence follows from the fact that the limit of the marginals

are both deterministic.

8. Coming down from infinity in the nested Kingman coalescent

In the following (st,Πt) will denote an ∞-population nested Kingman coalescent, and gt will

denote the associated empirical measure.

Proposition 8.1. For every t > 0, we have lim infn Rn ◦ gt ≥ δ 2
ct

in the sense that for every

continuous, bounded and non-decreasing function f

E
(

lim inf
n
〈Rn ◦ gt, f〉

)
≥ f(2/ct).

Proof. First, note that gt stochastically dominates the case where each species lineage carries a single

gene lineage at time 0. Hence, we can assume w.l.o.g. this particular initial condition. Secondly,

since the species constraint forbids coalescence events between gene lineages belonging to different

species,

(gt; t ≥ 0) dominates (δKt ; t ≥ 0), where K is the block counting process of a Kingman coalescent

with rate c. (In other words, in K, we allow gene lineages to coalesce even if they belong to different

species.) Finally, since ct
2 Kt → 1 a.s., the result follows. �

Our next aim is to show the following result.

Proposition 8.2. For every 0 < τ < T ,

lim sup
n

E

(
sup
[τ,T ]

〈
Rn ◦ gt, x2

〉)
< ∞
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Proof. We have

(8.63) sup
t∈[τ,T ]

〈
Rn ◦ gt, x2

〉
= sup

t∈[ τ2 ,T−
τ
2 ]

〈
Rn ◦ ĝnt , x2

〉
in law,

where ĝn is the empirical measure associated with the nested coalescent with the initial number of

species being equal to ŝn0 = sτ/2n and genetic composition vector Πτ/2n. Further, using the large

deviation estimates of Lemma 6.1, we get

(8.64) ŝn0/n = sτ/2n/n →
4

τ
∈ (0,∞) in Lp, ∀p > 1.

The RHS of (8.63) is always bounded from above by the same quantity if we replace ĝnt by the

empirical measure associated with the nested coalescent starting with ŝn0 species and infinitely many

gene lineages in each species. In turn, the latter model is bounded by the model starting from the

infinite initial condition, but where gene lineages can only coalesce if they belong to the same species

at time 0, i.e., even if species 1 and 2 coalesce, their respective gene lineages are forbidden to merge

afterwards. The empirical measure associated with the process is identical in law to

mn
t :=

1

ŝnt

ŝnt∑
i=1

δ∑
j∈B̂nt (i) ξj(t)

,

where B̂nt (i) (with respect to the species coalescent ŝn) and ξ′js are defined analogously to Lemma

6.3. This yields

∀t ∈ [τ/2, T − τ/2],
〈
Rn ◦ ĝnt , x2

〉
≤
〈
Rn ◦mn

t , x
2
〉

=L β
n
t

(where the domination is meant in the stochastic sense and βnt is defined as in Lemma 6.3) and thus

E

(
sup
t∈[τ,T ]

〈
Rn ◦ gt, x2

〉)
≤ E

(
sup

t∈[τ/2,T−τ/2]

βnt

)
Proposition 8.2 then follows by a direct application of Lemma 6.3 (and (8.64)). �

Proof of Theorem 5.5. Step 1. Let us fix τ > 0. Define ĝn,(τ) = θτ ◦Rn ◦ gt and let ŝn,(τ) = θτ ◦ snt .

Proposition 8.2 impies that

lim sup
n

E

(
sup
t∈[0,T ]

〈
ĝ
n,(τ)
t , x2

〉)
= E

(
sup

t∈[τ,T+τ ]

〈
Rn ◦ gt, x2

〉)
< ∞

Further, by Lemma 6.1,

1

n︸︷︷︸
time scaling

× ŝ
n,(τ)
0 (= sτ/n)︸ ︷︷ ︸

number of blocks in the species coalescent at time 0

→ r =
2

τ
in Lp for every p > 1.

By Proposition 7.3, it follows that the sequence {ĝn,(τ)}n is tight and that any sub-sequential limit

ĝ∞,(τ) is a weak solution of the Smoluchowski equation with inverse population size τ/2. The
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continuous mapping theorem implies that {Rn ◦ gt = θ−τ ◦ ĝn,(τ); t ≥ τ} converges to the limit

(θ−τ ◦ g∞,(τ); t ≥ τ) where the latter process has a Laplace process satisfying the equation

(8.65)

∀t ≥ τ, 〈νt, f〉 − 〈ντ , f〉+

∫ t

τ

〈
νs, c

x2

2
f ′
〉
ds −

∫ t

τ

1

s

∫
(R+)2

νs(dx)νs(dy) (f(x+ y)− f(x) ) ds = 0

Note that the coefficients of the IPDE do not depend on the value of τ .

Step 2. Let us now take a sequence of positive numbers {τm}m going to 0. For every m, there

exists a subsequence of {(Rn ◦ gt; t ≥ τm)}n converging to µ(0),m satisfying (8.65). By a standard

diagonalization argument, this ensures the existence of a subsequence of {Rn ◦ g} converging to a

process µ(0) defined on (0,∞) (in comparaison with step 1 where the process was defined on [τ,∞))

and satisfying

(8.66)

∀t, τ > 0, 〈νt, f〉−〈ντ , f〉+
∫ t

τ

〈
νs, c

x2

2
f ′
〉
ds−

∫ t

τ

1

s

∫
(R+)2

νs(dx)νs(dy) (f(x+ y)− f(x) ) ds = 0,

i.e., µ(0) is a weak solution of the ∞-population Smoluchowski equation. In order to prove Theorem

5.5, it remains to show that µ(0) is the only proper solution. This follows directly from the stochastic

domination of Proposition 8.1. Finally, the joint convergence with (g̃n, s̃) follows form the fact that

both marginals are deterministic in the limit.

�

Proof of Theorem 5.7. Let ρt be the number of gene lineages at time t. We need to show that

1

n2
ρt/n =⇒ 2

t2

∫ ∞
0

xµ
(0)
t (x)dx

where µ(0) is the proper solution of the Smoluchowski equation. By applying Proposition 7.3 and

Theorem 5.5,
(

1
nst/n, 〈R

n ◦ gt, x〉
)

converges to
(

2
t ;

1
t

∫∞
0
xµ

(0)
t (x)dx

)
. The result follows from the

observation that

1

n2
ρt/n =

1

n
st/n 〈Rn ◦ gt, x〉 .

�

Appendix A

Here, we complete the proof of Theorem 2.4 (ii) by showing that µT defined as F (T, (Wi); 1 ≤

i ≤ NT (T)) indeed is a solution to (1.3).

Let f be a test-function as defined before Definition 1.8, i.e., f ∈ C1(R+) such that f and f ′ψ

are bounded. Hereafter, we continue to denote by PT the joint law of the pure-birth tree T started

with one particle at time 0, birth rate a(T − t), stopped at time T , and of the iid random variables
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(Wi; 1 ≤ i ≤ NT (T)) with law ν. We will abbreviate F (T, (Wi); 1 ≤ i ≤ NT (T)) into F (T). In

particular, denoting µT as the law of F (T, (Wi); 1 ≤ i ≤ NT (T)) under PT , we have

µT (f) :=

∫
R+

f(x)µT (dx) = ET (f ◦ F (T)),

so that

µT+ε(f) = ET+ε(f ◦ F (T), Nε = 1) + a(T )εE⊗2
T (f ◦ F (T + T′)) + o(ε),

where T′ is an independent copy of T and T + T′ denotes the tree splitting at time 0 into the two

subtrees T and T′. First note that by construction, F (t+ t
′) = F (t) +F (t′). Second, if we denote

by t + ε the tree obtained from t by merely adding a length ε to its root edge, then by the Markov

property of the entrance measure of the CSBP at 0,

F (t + ε) = Mt+ε

1− exp

−NT (t)∑
i=1

wiZ
i
T+ε


=

∫
(0,∞)

N(Zε ∈ dx)Qt

x

1− exp

−NT (t)∑
i=1

wiZ
i
T


=

∫
(0,∞)

N(Zε ∈ dx)

1− exp

−xMt

1− exp

−NT (t)∑
i=1

wiZ
i
T


= N (1− exp (−ZεF (t))) .

Now as specified at the end of Subsection 2.3, for each fixed λ, N (1− exp (−λZt)) is solution to

ẋ = −ψ(x) with initial condition x(0) = λ. As a consequence,

lim
ε↓0

ε−1 (F (t + ε)− F (t)) = lim
ε↓0

ε−1 (N (1− exp (−ZεF (t)))− F (t)) = −ψ(F (t)).

Combining the last two results, we obtain

µT+ε(f) = ET+ε(f ◦ F (T), Nε = 1) + a(T )εE⊗2
T (f ◦ F (T + T′)) + o(ε)

= (1− a(T )ε)ET (f ◦ F (T + ε)) + a(T )εE⊗2
T (f ◦ (F (T) + F (T′))) + o(ε)

= µT (f) + (1− a(T )ε)ET (f ◦ F (T + ε)− f ◦ F (T)) + a(T )ε (µ?2T (f)− µT (f)) + o(ε).

Next, since ψf ′ is bounded, by dominated convergence, we get

lim
ε↓0

ε−1ET (f ◦ F (T + ε)− f ◦ F (T)) = −ET
(
ψ(F (T)) f ′(F (T))

)
= −µT (ψf ′).

As a consequence,

lim
ε↓0

ε−1(µT+ε(f)− µT (f)) = −µT (ψf ′) + a(T ) (µ?2T (f)− µT (f)).

So t 7→ µt(f) is right-differentiable with continuous right-derivative equal to

∂tµt(f) = −µt(ψf ′) + a(t) (µ?2t (f)− µt(f)) t ≥ 0.
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Also note that

F (∅ + ε) = M∅+ε (1− exp (−w1Zε)) = N (1− exp (−w1Zε)) ,

so that F (∅) = w1 and µ0(f) = E0(f(F (T))) = E0(f(W )) = ν(f). This shows that µ0 = ν so that

(µt(f); t ≥ 0) satisfies (1.5).
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