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Abstract

We study the correlation length of the charge-charge pair correlations in concen-
trated electrolyte solutions by means of all-atom, explicit-solvent molecular dynamics
simulations. We investigate LiCl and Nal in water, which constitute highly soluble,
prototypical salts for experiments, as well as two more complex, molecular electrolyte
systems of lithium bis(trifluoromethane)sulfonimide (LiTFSI), a salt commonly em-
ployed in electrochemical storage systems, in water and in an organic solvent mixture
of dimethoxyethane (DME) and dioxolane (DOL). Our simulations support the re-
cent experimental observations as well as theoretical predictions of a non-monotonic
behavior of the correlation length with increasing salt concentration. We observe a
Debye-Hiickel like regime at low concentration, followed by a minimum reached when
d/Ap ~ 1, where Ap is the Debye correlation length and d the effective ionic diameter,
and an increasing correlation length with salt concentration in very concentrated elec-
trolytes. As in the experiments, we find that the screening length in the concentrated
regime follows a universal scaling law as a function d/Ap for all studied salts. How-
ever, the scaling exponent is significantly lower than the experimentally measured one,
and lies in the range of the theoretical predictions based on much simpler electrolyte

models.

Introduction

Charge screening is a fundamental phenomenon that governs the structure of electrolytes,
in the bulk and at interfaces. It therefore plays a crucial role in electrochemistry or in
the stability of suspensions of charged (nano)colloids or polyelectrolytes such as proteins or
DNA. 12 At its most basic level, screening in dilute electrolytes is described by the Debye-
Hiickel (DH) theory, which predicts that the potential created by a solvated ion decays
monotonically: exponentially away from a flat surface (e.g. a charged mica surface or a

metallic electrode) and in a Yukawa-like fashion around a spherical particle (e.g. an ion or a



charged colloid). The corresponding decay length, the Debye screening length (Ap), is given
by:

T 1/2
Ap = (6057« B ) (1)

Zj qu]2'

with kg the Boltzmann constant, 7" the temperature, ¢y the vacuum permittivity, e, the
relative permittivity (dielectric constant), and where the sum runs over the charged species
with number density p; and charge ¢;. Such an expression is only expected to hold in the
limit of low concentrations, since it relies on a simplified picture of point-ions in a continuous
solvent and interacting only via the mean-field electrostatic potential. As a result, the quest
for more accurate theories, capturing in particular the effects of the finite size of ions, already
has a long history. For example, the Mean Spherical Approximation (MSA) allows for the
making of realistic predictions for the thermodynamic and transport properties of electrolytes
over a much wider concentration range than DH theory.®* Such theories typically predict a
decrease of the screening length with concentration more pronounced than with DH theory.

As the concentration increases, however, the structure of the electrolyte may undergo
more dramatic changes than a simple correction to the mean-field DH picture. In his seminal
review, Kirkwood reported the transition (now known as the Kirkwood line) from charge-
based monotonic to oscillatory exponential decay.® This is, however, not the only transition
observed in electrolytes: the Fisher-Widom line defines a change from an asymptotic mono-
tonic decay to an oscillatory one governed by the packing of the discrete species in the
system.® In the 1990s, parallel yet independent endeavors based on liquid state theories for
the primitive model of electrolytes (charged hard spheres), by Evans™? using the MSA and
by Attard!'® using the Hypernetted Chain (HNC) closure, developed a more complex portrait
of the effects of concentration and temperature on correlations in electrolytes. Both strate-
gies identified areas of charge and density dominated oscillatory decays as well as charge

dominated monotonic decay. The decay of ionic correlations has also been analyzed within



the Dressed Ion Theory, an exact reformulation of the statistical mechanical description of

11-14

electrolytes developed by Kjellander and coworkers, used in particular to investigate the

primitive model of electrolytes. These studies, together with molecular simulations of molten

15,16

salts or charged hard spheres,!” and more recent attempts with coarse-grained models, in

particular to relate the structural properties in such systems to their electrochemical response

18224 gituated the field in a position of strong theoretical understanding.

in capacitors,

In the approximately 70 years since Kirkwood’s review, there had been a distinct lack
of an experimental observation of such transitions between decay regimes. However, recent
surface force experiments by Gebbie et al.?>?% uncovered a long-range force between charged
plates across an ionic liquid. While the interpretation of such a long-range force was de-
bated,?" its existence was subsequently shown to be a more general property of concentrated
electrolytes and harmonized with the previous work of Evans and Attard by Lee et al.?%%°
It is different from the more readily explicable short-range structures observed in confine-
ment3%3! and follows a “universal” behavior, observed for a variety of liquid systems with
different solvents and ions: Upon increasing concentration, the decay length of the measured
surface forces, Aexp, transitions from a DH-like regime of decreasing length until it becomes

comparable to the ion diameter d, to an “anomalous” regime of increasing (and sometimes

large) decay length at higher concentration, according to a simple scaling law:?°

G)~G) g

with an exponent @ &~ 3. A long decay length has also been observed in ionic liquids by

2 and recent fluorescence-based measurement of ion density also

atomic force microscopy,?
offered the first observation of a long-range correlation length in a concentrated electrolyte
using a non force-based method.3?

The experimentally observed increase in screening lengths has prompted a new set of

theoretical works to explain the specific behavior observed in experiments. Using fluctuation



theory and MSA theory, a study of the restricted primitive model (charged hard spheres with
identical diameters) recovered the transition between the regimes and a scaling compatible
with Eq. (2), albeit with a smaller exponent and corresponding smaller correlation lengths.3*
Another mechanism was proposed by Lee et al. to explain the observed scaling, based on the
creation of charge defects,? reminiscent of that reported by Uralcan et al. in the context of
the capacitive response of dense ionic solutions.?® A recent classical density functional theory
study reproduced some features of the changes in oscillatory structure observed by Evans
and Attard, as well as the associated increase in screening length.?¢ Very similar results
were obtained using a simple model based on the modification of the Coulomb interaction,
though again without reproducing the experimentally observed value of «.3” Finally, within
this current environment, Kjellander further expanded his Dressed Ion Theory in an attempt
to describe the experimental observations. %3

At present, however, it cannot be ruled out that liquid state theories based on simple
descriptions of electrolytes such as the (restricted) primitive model cannot correctly cap-
ture the behavior of experimental systems. In reality, “chemical” complexities arise due to
the atomistic and molecular nature of complex ions and solvents and their many degrees
of freedom. For this, all-atom simulations are best suited to study correlation lengths in
complex bulk electrolytes because chemical specificity can be modeled with relatively high
accuracy (in comparison to primitive electrolyte models) while at the same time the scales
of the correlation length and the necessary sampling times of the correlations are accessi-
ble. In this work, we present those “idealized experiments” by employing fully atomistic
(explicit-solvent) simulations of a selected set of highly concentrated monovalent electrolytes
in homogeneous bulk solution, in an attempt to directly quantify the long-range correlations.

We study two simpler cases, LiCl and Nal in aqueous solvents, which are chosen because
of their high solubility and as very prototypical salts for experiments. We add two more com-
plicated cases to study more complementary realizations of molecular systems, LiTFSI where

TFSI (bis(trifluoromethane)sulfonimide) is a complex molecular ion, currently frequently em-



ployed in electrochemical storage systems. Finally, we simulate LiTFSI in a complex organic
solvent, namely an equimolar mixture of dimethoxyethane (DME) and dioxolane (DOL),
also currently being studied as a high potential battery and storage electrolyte. As we will
demonstrate, despite their chemical complexity and apparent variety, the behavior of the cor-
relation length can be still mapped on a universal scaling behavior with scaling exponents

consistently in the range of the previous theoretical studies of much simpler models.

Methodology

In this work we study four liquid electrolytes (three in aqueous solvent and one in a common
organic solvent mixture) mirroring the extremely diverse range of experimental systems in
which these behaviors were observed in Refs. 28,29: aqueous solutions of LiCl, Nal, and
LiTFSI, as well as the same LiTFSI salt solvated in an equimolar mixture of DME and DOL,
which can be applied in electrochemical devices.?? The structures of all the constituent
molecules and ions are shown in Fig. 1. This work is centered on state-of-the-art molecular
dynamics (MD) simulations using the Gromacs simulation software.*® The simple salts are
modeled using the Dang force field, 4> the water is modeled using the SPC/E force field, 6
while for TFSI we use the Siqueira?” force field for the aqueous systems and CL&P*® force
field for organic ones, in line with previous studies (see e.g. Ref. 49 for a study of the phase

diagram of LiTFSI/LiCl/water mixtures).

Due to the low dielectric permittivity of the solvents DOL and DME (e ~ 7 for both),
the electronic polarizability effects, which are at the origin of more than 20% of the total
static permittivity,® have to be considered. As shown in a previous study,*® the Molecular
Dynamics Electronic Continuum (MDEC) model for Li/S battery electrolytes, where formal
ionic charges are rescaled to respect the electronic polarizability, describes structural and

transport properties well, in particular consistent with experimental measurements. Thus,



Figure 1: Illustration of the simulated systems: a) LiCl in water, with Li* in red, Cl~ in
orange and water molecules in blue; we also investigate similar Nal solutions (not shown).
b) LiTSFI in water, with TFSI™ anions in green. ¢) LiTFSI in an organic solvent, namely
an equimolar mixture of DME, in gray, and DOL, in violet. See Table 1 for the composition
of all simulated systems.
we use the MDEC model for LiTFSI in DME/DOL systems in this study. The partial charges
for LiT and TFSI™ in this work are obtained by rescaling their formal charges by 1/,/2x,
where e, = 1.92 is the high frequency dielectric constant of the DME/DOL mixture.°
The organic solvent is modeled using the OPLS/AA552 force field. Starting structures
were generated using the Packmol algorithm,®® and long-range electrostatic interactions were
treated using the Particle Mesh Ewald method.? The lengths of the simulations and dimen-
sions of the boxes, which are notably large, are summarized in Table 1. All systems are

simulated at room temperature (7' = 298 K). More simulation details are provided in the

Supporting Information.

Analysis of spatial correlation functions is the primary means by which we can obtain
correlation lengths from simulated data. We extract correlations lengths from the charge-
charge correlation function gzz(r),% which for the presented monovalent salts is defined

from the ion-ion radial distribution functions (RDF), g;;(r) as,

922(1) = g1+(1) + 9--(r) = 291 -(r). (3)

All pair distribution functions should decay at long range according to the same mode,
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Table 1: Salt concentrations, box sizes, simulation lengths, and the ratio between the total
number of ion pairs and solvent molecules for the four simulated systems.

Concentration | Box size | Simulation length | Molar ratio
(mol/L) (nm) (ns) %
LiCl(aq)
0.2 8.93 50 0.004
0.5 8.91 50 0.009
1 8.88 50 0.019
2 8.84 50 0.040
5 8.76 50 0.115
10 8.68 50 0.295
Nal(aq)
0.2 8.94 50 0.004
0.5 8.94 50 0.009
1 8.93 50 0.019
2 8.94 50 0.041
5 9.00 50 0.124
10 9.14 50 0.354
LiTFSI(aq)
0.3 11.97 34 0.006
1 8.00 80 0.021
2.35 8.47 80 0.063
3.54 9.32 50 0.126
4.48 8.62 40 0.216
4.85 10.57 30 0.271
5.34 10.24 30 0.361
LiTFSI(DME/DOL)
0.25 10.63 200 0.023
0.51 10.74 200 0.048
0.98 10.96 185 0.098
1.98 11.03 200 0.229
3.1 10.43 200 0.444
4.87 11.09 200 1.18




and accordingly, so should combinations of such functions (except if a specific combination
exactly cancels the contributions of that mode). We show in the Supporting Information that
the charge-charge, number-number and number-charge correlation functions (gzz, gyn and
gnz, respectively) for one of the considered electrolytes indeed provide consistent estimates
of the longest decay length, except for the low-density regime where only g, corresponds
to the slowest decay.

Note that the simple expression for g7z, Eq. (3), is only approximate for non-spherical
ions. For the molecular TFSI anion, the ion’s position in the RDF is taken to be at center

of the charge, defined as,

R J— Zaei Zalo (4)
coc,i —
Zaei Ra ,

where the sum runs over sites with partial charges z,e at position r, of ion 7. Correlation
lengths for both oscillatory and exponential decays can be obtained by plotting In(|gzz(r)|r)
against r. In the case of exponential decay, this appears as a straight line with a slope equal

to —1/Agim- In the oscillatory case, we fit the result by:?

r

/\sim

In(|lgzz(r)|r) = — +In <A

cos (50 ) Q

where [ is the wavelength, A and ¢ are two constants, and Ay, is the decay length measured
in simulations. Both linear and oscillatory fits are performed using the Levenberg-Marquardt
algorithm. In the case of the oscillatory fits, the reported uncertainty is the standard de-
viation of the correlation length obtained from this algorithm. In the oscillatory cases, we
fit the RDF's by including as much oscillations as possible at large distances, typically not
considering distances below 0.7 nm, depending on the systems. In the case of linear fits,
the estimated uncertainty also includes the effect of the choice of the range in which the
simulation results are fitted. In order to investigate possible finite size effects preventing the
correct extraction of the screening length, we carried out simulations for a variety of box

sizes and found no significant effect on the RDFs for the considered box sizes (see Supporting



Information).

Results

Figure 2 shows some calculated RDF's illustrative of the general trends obtained across all
salts at all concentrations (see Supporting Information). Looking first at the RDFs for
aqueous LiCl in panel 2a), at 0.5 mol/L (dashed lines) both gr;i(r) and geici(r) exhibit a
long-range decay towards g;; = 1 with some overlayed features arising from the solvation
structure. At a higher concentration of 5 mol/L (solid lines), however, these correlation
functions exceed 1 in their first peak and then oscillate about g;; = 1 in an increasingly
damped manner. The most striking features of gr;c1(r) at both concentrations are the fore-
peak at 0.25 nm, which is representative of contact ion pairs, and a second peak at 0.5 nm,
representative of ions separated by a single water molecule. Beyond these two peaks, the
long-range behaviors in grici(r) are analogous to grLi(r) and goici(r), with decay towards
gij = 1 from above for 0.5 mol/L and increasingly damped oscillations about g;; = 1 for

5 mol /L.

The charge-charge correlation functions gzz(r) in Fig. 2b) for 0.5 mol/L (dashed lines)
and 5 mol/L LiCl(aq) (solid line) show similar behaviors as observed for the individual
RDFs. At 0.5 mol/L, gzz(r) tends towards zero in a manner consistent with DH theory. At
5 mol/L (solid line), an initial peak related to solvation is followed by damped oscillations
about gzz(r) = 0. These behaviors correspond to what was previously observed in the
RDFs. Figure 2c) shows In(|gzz(r)|r) used to calculate the decay length (see Eq. (5)) for
three concentrations of aqueous LiCl (0.5, 5, and 10 mol/L). We first note the differences in
the form of the plot beyond 1 nm: For the 0.5 mol/L LiCl(aq) system, there is a linear decay,
while for higher concentrations the decay maintains an oscillatory nature beyond the initial

solvent layering. The crossover between these regimes has previously been theoretically
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Figure 2: Correlation functions for aqueous LiCl. a) RDFs between ions for 0.5 (dotted)
and 5 mol/L (solid). b) Charge—charge correlation functions, gzz(r), for 0.5 (dotted) and
5 mol/L (solid). ¢) In(|gzz(r)|r) for three concentrations of LiCl(aq): 0.5, 5, and 10 mol/L.
The dashed curves in this panel correspond to the prediction of DH theory, Eq. (1), while
the dashed-dotted lines illustrate the gradients obtained from fitting the MD data to straight
lines outside the initial solvation peaks (see Supporting Information).

predicted in a general sense!®?3

and observed experimentally for solutions of an ionic
liquids in propylene carbonate.®® Then, the comparison with the prediction of DH theory
(dashed lines in panel 2c) indicate large deviations at higher concentrations (as expected),

with an anomalously long correlation length.

Beyond the simple salts considered so far, Fig. 3 shows the charge-charge correlation
function for the LiTFSI salt in the regime of oscillatory decay, and examines more specifically
the effects of salt concentration (increasing from panel a) to b) and from ¢) to d)) and of
the nature of the solvent (water in panels a) and b), DME/DOL in panels c¢) and d)). In
all panels, we also plot the fits of the simulation results to Eq. (5). In both the aqueous
and organic cases, increasing concentration results in a better-defined oscillatory structure.

This is obvious in the more concentrated aqueous case (panel b), where the oscillatory decay

11
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Figure 3: Correlation functions of aqueous and organic solutions of LiTFSI. In(|gzz(r)|r)
for 2.35 mol/L (a), and 4.85 mol/L LiTFSI (aq) (b) and for 1.98 mol/L (c), and 4.87 mol/L
LiTFSI (DME/DOL) (d). The paler dashed curves are oscillatory fits (see Eq. (5)) of the
MD data. For both salts, a substantial decrease in oscillatory wavelength is observed upon
increasing concentration (from red to blue curves).

is remarkably represented by Eq. (5) up to very large distances. Such a particularly well-
defined structure appears to be a feature of this salt, compared, e.g., to the LiCl case of
Fig. 2¢) (see Supporting Information for the other salts). In addition, in both solvents the
wavelength of the oscillations decreases with increasing concentration, as discussed in more
detail below.

The changing nature of these structures has previously been described by de Carvalho

12



and Evans using the generalized MSA.? This study contextualized previous theoretical work
by proposing that with increasing concentration one observes crossovers of correlations in
charge and number densities from monotonic to oscillatory decays at the Kirkwood® and
Fisher-Widom© lines, respectively. They proposed that the correlations in electrolytes could
have one of three natures: monotonic charge dominated decay, oscillatory charge dominated
decay, and oscillatory density dominated decay. In a system with comparable ion sizes the
wavelength of a charge dominated oscillatory decay will be roughly twice that of a density-
dominated decay due to packing constraints. These three natures can be linked by means of
a phase diagram dependent on both temperature and reduced ion density. At the moderate
temperature considered here, the systems can be assumed to undergo a structural crossover
from charged monotonic decay to charged oscillatory and eventually to density dominated
oscillatory decay for 1:1 electrolytes (in contrast to 2:2 electrolytes, with charge dominated
decay observed at the highest concentrations).®

In their more recent study consisting of both MD simulations and analytical theory of
a hard sphere ion-solvent mixture, Coupette et al.®® found a structural crossover between
density to charge dominated oscillatory decay with increasing concentration for binary mono-
valent salts, which is somewhat different to Evans and de Carvalho’s previous study.? This
illustrates the high sensitivity of the dominant mechanism to different variables including ion
charge, concentration, ion asymmetry, and ion size. Here we observe no significant change
in the oscillatory period for simple salts. However, for LiTFSI in both solvents there is a
decrease in oscillatory period by roughly a factor of 2 upon increasing concentration, sug-
gesting a crossover from charge dominated oscillatory structure to a density dominated one
(even though these two limiting cases hold in principle only for charge-inversion invariant
systems, such as the restricted primitive model®). This can be observed in Fig. 3 panels a)
and b) where the oscillatory period for 2.33 mol/L LiTFSI(aq) can be seen to be twice that

of 4.85 mol/L, as well as in panels c¢) and d) for 2 and 4 mol/L LiTFSI (DME/DOL).

13
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Figure 4: Ratio between the simulated correlation length and the Debye length, as a func-
tion of the ion diameter divided by the Debye length, on a double-logarithmic scale, 1i.e.,
In(Asim/Ap) vs. In(d/Ap). The three panels correspond to different choices of relative per-
mittivity e, to compute the Debye length and of the ion diameter d: (a) dyq is calculated as
half the diameter of a sphere with a volume equal to that of an ion pair; (b) the same value
of d is used as in (a) but the Debye length (A$') is calculated using the permittivity arising
only from the rotational contributions, £°* (see Supporting Information); (c) the value of
drpr is calculated from the first peak in the RDF's, which should occur at the same distance
as the mean ion diameter for simple salts. As an illustration of predictions from liquid state
theory, we show results with the mean spherical approximation (MSA) from Ref. 34 (see
text for details and discussion of other theories). The experimental trend is the one reported

in Ref. 28.

Figure 4 collates the decay lengths obtained for each salt (values are listed in the Sup-
porting Information, which also shows all the charge-charge correlation functions from which
they are extracted). Taking inspiration from previous theoretical studies®!? and plotting

In(Asim/Ap) against In(d/Ap), with d the mean ion diameter (discussed below) the data col-

lapse onto a single curve. As can be seen from the expression Eq. (1) of the Debye length, the

14



ratio d/Ap is essentially equivalent to the square root of the concentration, only with a slight
modulation for the permittivity, which depends on the system (explicitly the nature and
concentration of the salt and the nature of the solvent). As described in more detail in the
Supporting Information, we evaluate the permittivity in two ways: (i) approximately but as
typically done by considering only the rotational (dipolar) contribution to the polarization
fluctuations, and (ii) accurately by additionally taking into account the translational contri-

bution of the ions, via the Einstein-Helfand method.?®° The corresponding permittivities

rot

ot and ¢, respectively. %

are denoted as €

In panels 4a) and 4b), the mean diameter d,, is defined as in previous experimental
studies,?® as half the diameter of a sphere with a volume equal to that of a single ion pair.?®
This can be obtained by a linear extrapolation of ion and solvent densities as shown in the
Supporting Information. In panel 4c), we consider instead the position of the first peak
in the RDF for an unlike ion pair, dgpr. The effect of the definition of the permittivity,
calculated with or without the translational contribution of ions, on the Debye length and
corresponding scaling plot, is examined in panel b) where the Debye length obtained using
only the contribution of molecular dipoles (A[S*) is employed.

All three panels of Fig. 4 display a similar form to that reported from the surface force
balance experiments, consisting of three regions. First, DH-like behavior at the lowest values
of d/A\p. Next, a transition region at d/Ap ~ 1 where the decay length Ay, is slightly
shorter than Ap. Finally, at high concentration (d/Ap > 1) the correlation length increases
approximately as predicted by Eq. (2) but with the exponent a between 1 and 2. This third
region corresponds to the anomalous behavior observed in recent experimental studies, 26:28:30
and its elucidation is the motivation behind this study. The quality of its description in the
three panels varies depending on the choices made in calculating the mean ion diameter.
However, the method by which the Debye length was calculated does not affect the form

of the curve. The data appears to be better unified by using the volume derived value,

dyol, in panels a) and b), than the one derived from the RDFs, drpr, in panel ¢). This is

15



probably due to the complex non-spherical nature of the TFSI anion, a problem that may
be particularly pertinent due to the bidentate and monodentate coordination of the TFSI

oxygen atoms to lithium cations.

Discussion

While the present study provides clear indications from all-atom simulations of extended
screening lengths in concentrated electrolytes, the results should now be compared to the
experimental ones and put in the broader perspective of the theoretical studies trying to
account for the latter. A positive feature of all the results summarized in Fig. 4 is that they
exhibit a general scaling form, near identical to the one obtained in experiments.?® However,
an important difference between these molecular simulation results and the experimental
values is the scaling exponent, visible in Fig. 4 as the slope of the auxiliary line in the high
concentration region. The experimental slope taken from Ref. 28 (solid orange line, a = 3),
is far steeper than that obtained from the simulated data (o« ~ 1.3). This discrepancy
corresponds well with several previous theoretical studies, all of which have been unable to
recover a gradient as large as that measured experimentally, as discussed below. Importantly,
this lower exponent reflects the fact that the decay lengths are much smaller than those
reported in experiments. As shown in the Supporting Information, the values of A\, do not
extend beyond 1 nm, i.e., a value of the order of 1-2 molecular diameters, in contrast to the
experimentally reported values of up to 4 nm for simple salts, and 10 nm for ionic liquids.?®

The lower exponent (and corresponding smaller decay length) is, however, in good agree-
ment with previous theoretical results, with reported exponents ranging between 1 and
234363739 Ag an illustration of such predictions of liquid state theories, Fig.4 also indicates
the results of Ref. 34, obtained using the MSA for the restricted primitive model (RPM), i.e.,
with cations and anions (monovalent as in the present case) modeled as oppositely charged

hard spheres with identical diameters. These results are reported as dashed lines in Fig. 4):
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in the 2-component MSA, the solvent is not modeled explicitly but solely as a continuum
with a homogeneous permittivity, whereas the 3—component MSA maintains this continuum
effect but also includes the solvent molecules as uncharged spheres of the same size as the
ions (in that case, the total packing fraction is maintained constant as the salt concentration
changes). Both approximations result in the 3-region behavior described above, and the cor-
responding slopes of 1 and 3/2 bound the trends observed in the present work with molecular
simulations. An exponent of 3/2 also follows from the primitive model (2-component case)
of a 1:1 electrolyte with other liquid state theories (see e.g. Figure 1 of Ref. 39). Such similar
results suggests that the underlying behavior we observe is fundamental to charged particles
in solution.

Another prediction of liquid state theories for the RPM is the existence of a cusp, visible
on the lines in Fig. 4. However, the relatively small variations in this d/Ap ~ 1 range,
together with the limited number of simulated systems prevents the definite observation of
such a cusp, as in the experiments — for which it is also difficult to extract decay lengths
comparable to the molecular sizes, since the ”long-range” regime is then mixed with the short-
range solvation forces. Such a cusp was also obtained by Adar et al. by introducing a simple
modification of the Coulomb interaction kernel to account for the excluded volume of the
neighboring ions,” which resulted in a scaling exponent of o = 2 in the high-concentration
regime, for instance, between the present results from all-atom molecular simulations and
the experimental ones.

We note that in the high-concentration regime, all the theoretical decay lengths corre-
spond to an oscillatory decay, while no such oscillations are observed in the experimental
force profiles. However, it should be remembered here that surface force experiments do not
directly measure the bulk correlation length, but forces between confined interfaces. The
long-range behavior of these forces is governed by the decay modes of the bulk fluid,® pro-
vided there are no additional features (e.g., chemistry) arising at the interface. While it is

possible that long range correlations exist, which are too weak to be observed in molecular
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simulations (see below), the similarity between the simulations and theoretical model sug-
gests that the difference may arise from elsewhere. On the experimental side, two possible
sources of this discrepancy with the experimental results are the confined setups used in both

3

the surface force®® and fluorescence® experiments, and the lateral ordering of ions at inter-

faces, as has been previously observed with great detail for ionic liquids on graphite,® and

62 ysing state of the art imaging atomic force microscopy

for simple salts on muscovite mica
experiments. Conversely, it might be possible to make progress using liquid state theory, by
introducing additional complexity (i.e. beyond Coulomb interaction and finite volume of the
ions) within models treating, for example, ion pairing and clustering, or charge regulation
on surfaces, within analytically or numerically tractable assumptions. 365

We finally note that, even though we did not observe indications of an effect of the finite
size of the simulation boxes (as shown in the Supporting Information), additional correlation
lengths extending beyond the box sizes considered in the present work might still exist in real
systems. From the practical point of view, there would be two difficulties in capturing them
in molecular simulations. Firstly, the computational cost associated with such systems sizes
(beyond tens of nm) and corresponding time scales needed to sample their configurations
would become prohibitive. Secondly, identifying the slowest decay length might become even
more challenging because the corresponding features would be difficult to sample accurately
(this is already visible in the noisier data for larger distances). In principle, progress on
the former aspect could be expected thanks to the increase in computational resources, to
the use of more efficient algorithms, and resorting to simpler yet accurate (coarse-grained)
models of electrolytes. As for these rdfs, one may consider both using improved estimators of

66,67

the radial distribution functions and more sophisticated analysis of the latter to extract

the correlation lengths, based e.g. on Bayesian inference. %
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Conclusion

The results we have presented corroborate the general experimental trend of increasing decay
length in high concentration electrolytes. The recovered increase is governed by a universal
power law of the same form as experimentally observed, however, the exponent is significantly
lower than experimentally observed, albeit very similar to previous theoretical calculations
of correlations in bulk electrolytes. Accordingly, the decay lengths in the high concentration
regime obtained with the present molecular simulations (and earlier theories for primitive
models of electrolytes) are in the range of 1-2 molecular diameters, much shorter than those
reported experimentally (up to ~10 nm). Though the reason for this difference is difficult
to assess, one may identify two concurrent origins for such differences. On the one hand,
while the consistent results obtained for various liquids seem to indicate that quantitative
differences are not due to details of the electrolyte models (in particular force fields), it
remains difficult to sample numerically the long tails of the RDFs. On the other hand, all
experimental studies reporting such long correlation lengths involve liquids confined between
surfaces (this is the case for force-based and fluorescence-based studies). It may therefore be
instructive to investigate theoretically whether such a confinement may induce long-range
correlations that are not present in the bulk (at least one study of confined electrolytes,
69)

using the primitive model and MSA theory, did not observe such behavior®), and large-

scale molecular simulations may also contribute to such a modeling endeavor. 3
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Additional methodological details

All systems were simulated using the Gromacs molecular dynamics simulation software. ! Initial
configurations were randomly generated using the Packmol package.? The simulation boxes are
first relaxed by minimizing the potential energy using the steepest descent algorithm. In the case
of the organic systems, further relaxation is required at this point, necessitating a further stage of
conjugate gradient energy minimization. Subsequently, we perform a simulated annealing in the
NVT ensemble, where the systems are heated to 500 K and then cooled down to 298 K within a
time interval of 2-3 ns depending on the system.

In all systems the production runs are performed under NVT conditions with a density equiva-
lent to that obtained for the simulated system under NPT at a pressure of 1 bar. In the case of the
aqueous systems this is preordained, however for the systems of LiTFSI dissolved in DME/DOL an
additional 50 ns NPT run was necessary. During this run, an isotropic pressure of 1 bar was main-
tained with the Parrinello-Rahman barostat,> with a time constant of 1 ps. Temperature was regu-
lated using a Nosé Hoover thermostat with a time constant of 0.1 ps. Following this, the production
run wass carried out. The lengths of the production simulations and the sizes of the cubic boxes
used during them are given in the main text. Throughout the simulated workflow the Lennard-
Jones and pairwise electrostatic cut-offs are set to 1.2 nm. Long range electrostatics are handled
using the Particle Mesh Ewald method with a Fourier spacing of 0.12 nm.*# Temperature was main-
tained using the Gromacs native velocity rescaling thermostat with a time constant of 0.1 ps.> For
all systems apart from LiTFSI(aq), trajectory data was saved every 80 ps, for LiTFSI(aq) it was
saved every 1 ps.

Following previous work on the structure and thermodynamics of dilute electrolytes,® for the
aqueous systems, force field parameters for Li*, Nat, CI~ and I~ were taken from Dang et al.’
The force field developed by Siqueira and coworkers 8 was used for TESI~, and the SPC/E ° model
was used for water. The simulated force field for the LiTFSI(aq) systems is therefore the same as
previously employed in Ref. 10. In line with the parameterization of these force fields a 1fs

timestep was used. For the DME/DOL based systems the OPLS-AA force field'!"'? was em-
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ployed to describe DME and DOL molecules. The OPLS-AA derived CL&P force field!* and the
aforementioned force field developed by Dang er al.'* are employed for TFSI™ and the Li* ion,
respectively. The LINCS algorithm > is used for all bond constraints. The Coulomb interactions

of ions in the organic solvent systems are treated as screened using effective charges %2

eff qi
et — 20 S1
"= e )
where &, = 1.92 is the high-frequency dielectric permittivity of the organic solvent. In this ap-
proach, formal ionic charges ¢; in the interaction Hamiltonian are replaced by rescaled values
eff

g;", therefore, the electronic polarizability is implicitly taken into account. In line with previous

simulations of this electrolyte system a larger timestep of 2 fs was used.>!>?
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Computation of permittivities
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Figure S1: Mean square displacement (MSD) of the translational part of the dipole moment in 1M
LiCl (aq) using Eq. S5. For each system, two trajectories are used to determine the linear regime.
Insets show the evolution of the MSD over longer timescales. The dashed and dash-dotted lines
are the linear fit (perfomed within the filled gray regime) for the red and blue lines, respectively.

In order to estimate the Debye-Hiickel screening lengths in the various systems, we evaluate the
permittivity in the simulations in two ways: (i) approximately but as typically done by considering
only the rotational (dipolar) contribution to the polarization fluctuations, and (ii) accurately by
additionally taking into account the translational contribution of the ions, via the Einstein-Helfand
method. We recall here the most important steps presented e.g. in Ref. 23 for ionic liquids. For
each configuration, the total dipole is split into two contributions: M(z) = My (¢) + Mp(¢). The

first one corresponds to the translational component and is computed as,

1
M](t) = ;ZiRcom,i(t) = ;Zi X A7 Z mara(z‘) , (SZ)

Laei

where the sum runs over ions i with valency Z; and center of mass position: Rcom i, with atoms o

in molecular ion 7, my their mass, rq their position, and where M; =Y ,;mq 1s the total mass of
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the ion. The second corresponds to the rotational component and is computed as,

MD(l) = Z Z Za [ra(t) - Rcom,i(t)] . (S3)

i agi
The permittivity is then given by:

1

g =14+-—
" +3VkBTso

[(Mp) + (M) +2(Mp - M,)] (S4)

The cross term can be neglected in practice. Neglecting the translational part, as is often done,
results in the approximate value €. The translational part is computed in the Einstein-Helfand
method as the intercept of the mean square displacement (MSD), which in the limit of large ¢ grows
as,

([My(t) —M;(0)]*) — 6VkgT ot +2(M3) (S5)

where o us the static conductivity.

In order to estimate the MSD of the translational part of the dipole moment (M3), two trajec-
tories (100 and 50 ns) in each concentration are used. The MSD of My is shown for 1 M LiCl (aq)
in Fig. S1. The intercept is obtained for each simulation from a fit in the linear regime (indicated
by a gray area in Fig. S1), with the final value is taken as the average over trajectories. In order to
perform this calculation on the systems of LiTFSI(aq), it was found to be necessary to have snap-
shots of a very high sample frequency (with positions sampled every 10 steps, or 10fs) to obtain
a reliable dielectric constant. To facilitate data storage, a new set of simulations were performed
for each concentration with smaller boxes, where the edge length was 4 nm. These simulations
had a length of 2-4 ns with the simulations extended as long as necessary to extract the intercept of
the MSD with a relative error of less than 5% as calculated from the variance of the intercept of a

linear fit using the least square method.
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Table S1: Permittivities and corresponding Debye length for all simulated systems. The results
are given both for the full calculation of the permittivity, including rotational and translational
components as computed by the Einstein-Helfand method, and considering only the rotational
component (the latter case is indicated with the “rot” superscript). The average relative error for &,
(resp. €/°") is 0.06 (resp. 0.05), which results in an average relative error for Ap (resp. A5") of 0.03
(resp. 0.02).

Concentration (mol/L) \ £ \ Ap (nm) \ et \ AS" (nm)
LiCl(aq)
0.2 81 0.69 68 0.63
0.5 77 0.43 63 0.39
1 66 0.28 54 0.25
2 56 0.18 43 0.16
5 40 0.10 11 0.07
10 23 0.05 9.1 0.03
Nal(aq)
0.2 73 0.66 67 0.63
0.5 68 0.40 62 0.38
1 58 0.26 54 0.25
2 47 0.17 42 0.16
5 36 0.09 22 0.09
10 15 0.04 12 0.04
LiTFSI(aq)
0.3 65 0.51 62 0.49
1 56 0.26 50 0.24
2.35 33 0.13 25 0.11
3.54 18 0.08 13 0.08
4.48 11 0.06 6.0 0.06
4.85 9.0 0.05 7.8 0.05
5.34 11 0.05 3.9 0.05
LiTESI(DME/DOL)
0.25 10 0.22 7.7 0.19
0.51 10 0.16 7.4 0.13
0.98 8.9 0.10 6.8 0.09
1.98 8.7 0.07 5.7 0.06
3.1 8.4 0.06 5.1 0.05
4.87 7.0 0.04 39 0.03
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Decay lengths and wavelengths

Two different types of fit were used to extract decay lengths from charge-charge correlation func-
tions, more precisely from In(|g..(r)|r): a linear fit where the oscillatory structure was irregular
or the decay was linear, or oscillatory decay (see the expression in the main text). The screening
lengths calculated from the simulations described in this paper are plotted in Figure S2 as a func-
tion of concentration and listed in Table S2. The plots from which decay lengths were extracted
are reported in the following. MD data are indicated in blue, while fits to this data are shown in
red. Table S3 summarizes the wavelength extracted from the oscillatory fits, for the corresponding

systems.

1.2
Nal(aq)
1.0- ® LiCl(aq)
+ ¥ LiTFSI(aq)
08 + LiTFSI(DME/DOL)
£ 1
So6m
£
<
0.41 |4 + +
" ! .
0.21
0.0 T T T T T
0 2 4 6 8 10 12

Concentration (mol/L)

Figure S2: Simulated decay lengths (A ) for all systems, as a function of salt concentration.
The error bar illustrates uncertainty estimates on the slope, as described in the main text. All
decay lengths obtained by in the present molecular simulations are smaller by a factor of 2 to 10
compared to those reported from surface force balance experiments in Ref. 24.
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Table S2: Decay lengths Ay, extracted from the fits of the simulated charge—charge correlation
functions, gzz(r).

Concentration (mol/L) \ Agim (nm)
LiCl(aq)
0.2 0.61 +0.01
0.5 0.37 £ 0.04
1 0.16 + 0.01
2 0.26 = 0.02
5 0.31 +0.05
10 0.29 + 0.02
Nal(aq)
0.2 0.55 + 0.01
0.5 0.24 + 0.03
1 0.22 +0.04
2 0.27 + 0.04
5 0.25 £ 0.03
10 0.25 +0.02
LiTFSI(aq)
0.3 0.44 4+ 0.09
1 0.37 + 0.06
2.35 0.37+ 0.08
3.54 0.37 £+ 0.08
4.48 0.82 + 0.06
4.85 0.96 £+ 0.05
5.34 0.73 £0.04
LiTFSI(DME/DOL)
0.25 0.28 + 0.07
0.51 0.36 £ 0.07
0.98 0.56 + 0.03
1.98 0.62 + 0.06
3.1 0.51 +0.02
4.87 0.49 +0.02
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Table S3: Oscillatory wavelengths L, extracted from the fits of the simulated charge—charge cor-
relation functions, gzz(r).

Concentration (mol/L) \ lgm (nm)
LiTFSI(aq)
2.35 1.1
3.54 0.70
448 0.70
4.85 0.70
5.34 0.66
LiTFSI(DME/DOL)
0.98 1.10
1.98 0.93
3.1 0.60
4.87 0.50
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Aqueous Sodium Iodide

b)
0.0 . 0.0
~ ~
S 25 < 25,
N N
2 50 D _50]
< —— Simulated Data <
-7.5 —— Fitted Trend —7.51
00 05 1.0 15 20 25 00 05 1.0 15 20 25
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. 0.0 —
= ~
T 55 =
N X
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-75
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S 25 < 25,
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£ c
-7.5 -7.5]
00 05 1.0 15 20 25 00 05 1.0 15 20 25
r(nm) r(nm)

Figure S3: Data from molecular dynamics simulations (blue), and fits to the them (red) of Nal (aq).
Panels (a) to (f) are for concentrations: 0.2, 0.5, 1, 2, 5 and 10 mol/L. The shaded area illustrates
uncertainty estimates on the slope, as described in the main text. The trend and the bounds of the
shaded area converge at the y axis.
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Aqueous Lithium Chloride

b)
. 0.0 . 0.0
~ ~
s 25 < 25,
N N
2 50 2-5.0
< —— Simulated Data <
-7.5 —— Fitted Trend —7.51
00 05 1.0 15 20 25 00 05 1.0 15 20 25
r(nm) r(nm)
. 0.0 —
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D 50 2
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-75
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e) f)
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00 05 1.0 15 20 25 00 05 1.0 15 20 25
r/nm r(nm)

Figure S4: Data from molecular dynamics simulations (blue), and fits to the them (red) of LiCl (aq).
Panels (a) to (f) are for concentrations: 0.2, 0.5, 1, 2, 5 and 10 mol/L. The shaded area illustrates
uncertainty estimates on the slope, as described in the main text. The trend and the bounds of the
shaded area converge at the y axis.
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Aqueous Lithium Bis(trifluoromethane)sulfonimide

2.51{b)
< < o0
S S
N N —2.5]
Aol >
E =301 —— Simulated Data ;E =301
—7.51 —— Fitted Trend -7.5
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Figure S5: Data from molecular dynamics simulations (blue), and fits to the them (red) of
LiTFSI (aq). Panels (a) to (g) are for concentrations: 0.3, 1, 2.35, 3.54, 4.48, 4.85 and 5.34 mol/L.
The shaded area illustrates uncertainty estimates on the slope, as described in the main text. The
trend and the bounds of the shaded area converge at the y axis. Note that the reported distance
range is larger for the higher concentrations.
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Lithium Bis(trifluoromethane)sulfonimide DME/DOL

a) b)
= 0] = 0f
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Figure S6: Data from molecular dynamics simulations (blue), and fits to the them (red) of
LiTFSI(DME/DOL). Panels (a) to (f) are for concentrations: 0.25, 0.51, 0.98, 1.98, 3.1 and
4.87 mol/L. The shaded area illustrates uncertainty estimates on the slope, as described in the
main text. The trend and the bounds of the shaded area converge at the y axis.
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Number-number and number-density correlation functions

As mentioned in the main text, all pair distribution functions should decay at long range according
to the same mode, and accordingly so should combinations of such functions (except if a specific
combination exactly cancels the contributions of that mode). All the decay lengths discussed in

the present work are based on the charge-charge correlation function:

1
gzz(r) = —ZZZZvZquPugvu(’”)7 (56)

(Zpu) 7

where py (resp. py) and zy (resp. z,) indicate the number density and valency of species v (resp.

5

w). Two other standard correlation functions? are the number-number correlation function (gnN)

and number-charge correlation function (gnz), defined as:

1
gnn(r) = —ZZZPqugvu(") ; (S7)
(300) ¥
u
and:
1
enz(r) = ——5Y ) zvpvPugvu(r) - (S8)
(Zpu) 7

The expressions are particularly simple in the present case of 1:1 salts. Figures S7, S8, and S9 show
the three correlation functions for LiTFSI(aq) at three concentrations: 0.3, 3.54 and 4.85 mol/L. At
higher concentrations, the extracted decay length and wavelengths are consistent between all three
correlation functions (the fits were performed in such a manner as to obtain a single decay length
from the three functions), as expected for the slowest decaying mode. At the lower concentration,
the decay length extracted from the monotonic decay of gzz and oscillatory decay of gnz are
comparable, while that corresponding to the oscillatory decay of gyy is shorter. Taken together,

these observations support our choice of comparing decay lengths extracted from gzz.
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Figure S7: Charge-charge (brown), number-charge (red) and number-number (blue) correlation

functions for 0.3 mol/L LiTFSI(aq). Fits are indicated in black, and the corresponding decay
lengths Ag, (in nm) are reported in each panel.

gzz(r) gnz(r) gnn(r)
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r(nm) r(nm) r(nm)

Figure S8: Charge-charge (brown), number-charge (red) and number-number (blue) correlation
functions for 3.54 mol/LL LiTFSI(aq). Fits are indicated in black, and the corresponding decay
lengths A, and wavelength [, (both in nm) are reported in each panel.
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Figure S9: Charge-charge (brown), number-charge (red) and number-number (blue) correlation
functions for 4.85 mol/LL LiTFSI(aq). Fits are indicated in black, and the corresponding decay
lengths Ag, and wavelength [, (both in nm) are reported in each panel.
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Effect of box size on the charge-charge correlation function

In order to investigate possible finite size effects preventing the correct extraction of the screening
length, we carried out simulations for a variety of box sizes and found no significant effect on
the radial distribution functions for the considered box size. This is illustrated in Figure S10 for
0.98 mol/L LiTFSI in DME/DOL, simulated as described in the main paper, but changing the box

size (5.5, 8.7 and 10.96 nm). For the smaller box sizes, simulation lengths where 100 and 130 ns,

respectively.

— L =10.96 nm
N 0.01 —— L=8.70 nm
— L=5.50 nm
S 251
>
— —5.01
<
—7.5+
0 1 2 3 4 5

r(nm)

Figure S10: In(|g..(r)|r) for 0.98 mol/L LiTFSI in DME/DOL, using three box sizes L (see legend).
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Extrapolation of dy

In order to scale the screening length relative to ion size we have extrapolated from ion concentra-
tions to calculate the mean ion diameter from the volume per an ion pair, as shown in Figure S11.

The calculated mean ion diameters are 0.255 nm for LiCl, 0.275 nm for Nal, and 0.375 nm and

0.38 nm for LiTFSI in water and DME/DOL.

N
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w

a) b)
20
13 o
€ € 151
c c
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g 8 101
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5 5]
0 w w \ 0 : : :
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g2 821
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Figure S11: Linear extrapolation of ion concentrations of: Nal (aq) (a), LiCl (aq) (b), LiTFSI (aq)
(c), and LiTFSI (DME/DOL) (d). These plots allow for the calculation of volume per ion pair. The
linear extrapolation is shown in red while the values of the simulated systems are shown in blue.
The concentrations are in ions or molecules per cubic nanometer.
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