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Abstract
The influence of anthropogenic climate change on bothmean and extremely hot temperatures in
Europe has been demonstrated in a number of studies. There is a growing consensus that high
temperature extremes have increasedmore rapidly than the regionalmean in central Europe, while
the difference between extreme andmean trends is not significant in other European regions.
However, it is less clear how to quantify the changes in different processes leading to heat extremes.
Extremely hot temperatures are associated to a large extent with specific types of atmospheric
circulation.Herewe investigate how the temperature associatedwith atmospheric patterns leading to
extremely hot days in the present could evolve in the future.We propose amethodology to calculate
conditional trends tailored to the circulation patterns of specific days by computing the evolution of
the temperature for dayswith a similar circulation to the day of interest.We also introduce the concept
of residual trends, which compare the conditional trends to regionalmean temperature trends.We
compute these trends for two case studies of the hottest days recorded in two different European
regions (corresponding to the heat-waves of summer 2003 and 2010).We use theNCEP reanalysis
dataset, an ensemble of CMIP5models, and a large ensemble of a single coupledmodel (CESM), in
order to account for different sources of uncertainty.We also evaluate howbias correction of climate
simulations influences the results.

1. Introduction

Anthropogenic climate change has a clear influence on
European summer temperature (Bindoff et al 2013). A
number of studies have shown an increase in both the
observed andprojectedEuropean temperaturemean and
extremes (Seneviratne et al 2012, Bindoff et al 2013,
Seneviratne et al 2016). There is also a growing consensus
that trends on extreme summer heat events are stronger
than trendson seasonal averages of regional temperatures
inCentral Europe in both observations (Della-Marta et al
2007, Lorenz et al 2019) and climate model projections
(Fischer et al 2012, Lustenberger et al 2014, Cattiaux et al
2015), with no significant difference in other European
regions. Higher trends on extreme summer temperature
than in the average regional summer temperatures have

been explained by changes in land-surface feedback
(Seneviratne et al 2006, Douville et al 2016), thermal
advection (Holmes et al 2016), and cloud cover (Tang
et al 2012). Understanding the evolution of the processes
leading to extreme temperatures is however partially
hindered by the differences between available climate
model simulations (Fischer and Schär 2008), which can
be caused by both internal variability anddifferentmodel
parameterizations of physical processes. One way to
move forward is to disentangle the dynamical and non-
dynamical contributions to an extreme event, and to
study the evolution of one or both of these contributions
(Trenberth et al 2015, Shepherd 2016, Vautard et al 2016,
Yiou et al2017).

Indeed, a large part of the variability of the Eur-
opean climate is governed by atmospheric dynamics
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conveyed in the atmospheric circulation fluctuations.
For example, high temperatures are related to specific
types of circulation, mostly long-lasting anticyclonic
anomalies called blockings (e.g. Cassou et al 2005,
Pfahl andWernli 2012, Sousa et al 2018). Jézéquel et al
(2018b) showed that the distribution of temperature
for circulation patterns similar to those of observed
heatwaves—also called analogs—is a subset of the
higher temperature values of the total temperature
distribution.

In the context of climate change, this leads to two
questions. First, what is the influence of climate
change on circulation types leading to extreme tem-
peratures? The evolution of mid-latitude atmospheric
circulation is uncertain (Shepherd 2014, Xie et al 2015,
Yao et al 2017, Collins et al 2018, Luo et al 2018). In
particular, evidences on the changes in the occurrence
of summer blockings seem to diverge (Ruti et al 2014,
Coumou et al 2015, Peings et al 2017). In Jézéquel et al
(2018a), we introduced the concept of dynamical
trends, to evaluate whether the frequency of these cir-
culation patterns was affected by climate change and
found contrasting results for two case studies. The pre-
sent article will address the second question: how does
climate change affect the temperature associated with
a given circulation type that led to an extreme temper-
ature in the current climate?

Because of the uncertainty on the atmospheric cir-
culation response to climate change, it is easier to
extract a signal in response to climate change while fix-
ing the dynamical part of that signal. The signal over
noise ratio generally increases after dynamical adjust-
ment (Wallace et al 1995). Dynamical adjustment con-
sists in extracting the non-circulation related signal
from a time series. It can be achieved using a variety of
techniques, for example analog-based techniques (e.g.
Deser et al 2016, Lehner et al 2017, Merrifield et al
2017) or regression-based techniques (e.g. Smoliak
et al 2015, Saffioti et al 2016). It has been used for sev-
eral purposes, including explaining the warming hia-
tus (Smoliak et al 2015), or explaining the spread
between different model projections (Saffioti et al
2017).

To our knowledge, there are no studies applying
dynamical adjustment techniques to a specific circula-
tion type. Our objective in this article is hence to pro-
pose a methodology to do that, by introducing
conditional trends and residual trends. Given a circula-
tion type leading to an extreme temperature in the
current climate, conditional trends evaluate how the
temperature associated with this circulation changes
in response to changes in anthropogenic emissions.
Residual trends assess how large this change is com-
pared with the mean regional change of the overall
temperature distribution. In section 2, we introduce
the datasets and we define both types of trends. In
section 3, we present the result of these methodologies
applied to the same two case studies used by Jézéquel
et al (2018a): 13th August 2003 in Western Europe

(hereafter referred to as 2003) and 7th August 2010 in
Russia (hereafter referred to as 2010). We discuss the
results in section 4.

2.Data andMethods

2.1.Datasets
In this study, we use daily surface temperature and, as
a proxy for the mid-latitude atmospheric circulation,
geopotential height at 500 hPa (Z500). As we focus on
the summer season (June–July–August: JJA), Z500
presents the advantage over sea level pressure that it is
not affected by heat lows, which blur the circulation
patterns by superimposing low pressure systems on
high pressure systems associated with the blockings
that generally cause high temperatures in Europe (see
more details on this in Jézéquel et al 2018b). As in
Jézéquel et al (2018a), we use daily values of Z500 over
two European subregions: [20W–20E; 40N–60N] and
[10E–68E; 45N–70N], respectively called hereafter
Western Europe (WE-Z500) and Russia (RU-Z500), as
shown in figure 1. To avoid capturing the mean Z500
trend associated to the surface temperature trend, we
remove a spatially uniform Z500 trend, calculated on
the mean seasonal (JJA) spatial average on the region
of interest. Since there is no reason for the trend to be
linear, we use a cubic smoothing spline. We heuristi-
cally chose a high smoothing parameter (spar=0.9
using the R function smoothing.spline) to limit the
number of degrees of freedom, in order to preserve
natural interannual variability (more details on the
reasoning behind this detrending are provided in
Jézéquel et al 2018a).

For temperature, we use daily spatial averages over
smaller regions: [5W–20E; 36N–50N] (WE-T in
figure 1) for 2003 (following Jézéquel et al 2018b) and
[35E–55E; 50N–60N] (RU-T in figure 1) for 2010
(following Dole et al 2011). We remove the seasonal
cycle from the temperature times series. The seasonal
cycle was computed with a cubic smoothing spline
calculated from the daily calendar day average for each
dataset. We apply no tension to this spline (we set the
smoothing spline parameter in R to spar=0).
Removing the seasonal cycle allows us to filter out the
difference in temperature between analogs picked
from days at the beginning, in the middle or at the end
of the summer. By doing this, we possibly ignore any
potential changes of seasonality in the occurrence of
analogs, which could have an influence on conditional
trends.

In order to assess whether trends are detectable in
the observations, we use the National Centers for
Environmental Prediction/National Center for
Atmospheric Research, NCEP/NCAR, reanalysis I
dataset (Kalnay et al 1996) between 1950 and 2016 for
Z500. Its horizontal resolution is 2.5°×2.5°. For
temperature, we use the E-OBS dataset (Cornes et al
2018) for the Western Europe region. Its resolution is
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0.25°×0.25°. Since the Russian region we are inter-
ested in is not encompassed in the E-OBS region, we
use the Berkeley Earth surface temperature (BEST)
(Rohde et al 2013). Its resolution is 1°× 1°. The sensi-
tivity to these choices is discussed later in the article.

To get a better idea of how conditional and residual
trends could change in the future for different scenarios of
greenhouse gases emissions, we rely on two ensembles of
coupled climatemodels. The first ensemble consists of 16
models from the fifth Coupled Model Inter-comparison
Project (CMIP5) (Taylor et al 2012, see model references
and resolutions in the supplementarymaterial of Jézéquel
et al2018a is available atstacks.iop.org/ERL/15/064018/
mmedia). They cover the 1950–2100 period, with a his-
torical simulation from1950 to 2005 andRCP4.5 (Repre-
sentative Concentration Pathway, van Vuuren et al 2011)
and RCP8.5 scenarios from 2006 to 2100, respectively
corresponding to medium and high emissions scenarios.
The second ensemble consists of 30 runs of the Commu-
nity Earth System Model large ensemble (CESM-LENS)
(Kay et al 2015). The model horizontal resolution

is 1°× 1°. It covers the 1950–2100periodwith ahistorical
simulation for the 1950–2005 period and the RCP8.5
scenario from2006 to2100.

These two different ensembles allow us to evaluate
the influence of both internal variability (through
CESM) and uncertainty related to the choice of the
model (throughCMIP5) on the results.We concatenate
historical runs over 1950–2005 with RCP8.5 runs
over the 2006–2016 period. This allows the comparison
with reanalysis data over the whole 1950–2016 period.
Here, the choice of RCP8.5 is both coherent with
observations and the only scenario available for
CESM-LENS.

2.2. Conditional trends
We define conditional trends as trends of a variable of
interest (here temperature) for a fixed circulation type.
They are computed based on analogs of circulation of
a single day of interest j. The first step is to select analog
days in the same way as done for dynamical trends by
Jézéquel et al (2018a). First, we define the analogs as

Figure 1.Upper panel: regions used to compute analogs (WE-Z500 andRU-Z500) and average temperature (WE-T andRU-T) in this
study. Lower panel: Evolution of the observed average temperature (E-OBS dataset) in theWE-T region for dayswith a similar
circulation to the one observed on 13thAugust 2003. The red line represents the conditional trend.
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the subset of days Sj with a Euclidean distance to the
circulation of the day of interest j below the 5th
percentile of the distribution of summer days distances
to the day of interest. This threshold is computed
separately for each dataset, using the whole time series.
We compute these distances between Z500 maps in
the WE-Z500 and RU-Z500 regions defined above
(more details on the methodology can be found in
Jézéquel et al 2018a).

Second, we can deduce a series of temperature of
these analogs from the temperature field T′, which has
been previously deseasonalized on the entire annual
temperature record. The conditional trends are
defined as the regression coefficient acond, obtained
when fitting a simple linear regression model, based
on the least squares method, on the de-seasonalized
daily temperatures time seriesT′(täSj):

¢ Î = + + T t S a t b t , 1j cond cond cond( ) · ( ) ( )

where t is the time (in days), bcond is the intercept term
and òcond(t) is the error term. An example of the
procedure applied to the E-OBS dataset for the 2003
case is shown in the lower panel of figure 1.We display
acond in figure 2, with a 95% confidence interval
computed for each dataset and each experiment (the
formula to compute this confidence interval is given in
section 8.3.7 of Von Storch and Zwiers 2001). We
detect an increase (resp. decrease) of temperature for
days with a similar circulation pattern when acond is
significantly positive (resp. negative).

2.3. Residual trends
Conditional trends inform on the evolution of the
temperature for a given circulation. However, condi-
tional trends may differ from unconditional mean
regional temperature trends. In order to assess poten-
tial differences between these unconditional and
conditional trends, we define residual trends. To
compute residual trends, we first calculate regional
summer mean temperature trends over the two
regions of interest, hereWE-T andRU-T (see figure 1).
They are computed using a cubic smoothing spline, in
order to take into account the nonlinearity of the
unconditional trend. Second, we subtract these
unconditional trends s(y), where y is the time (in
years), from the daily analog temperature series, as:

Î = ¢ Î -T t S T t S s y . 2res j j( ) ( ) ( ) ( )

Then we define residual trends, i.e. the linear
trends of the detrended daily analog temperatures Tres

as the linear regression coefficient ares:

Î = + + T t S a t b t , 3res j res res res( ) · ( ) ( )

where the different terms and coefficient are defined as
above.

Our calculation supposes that the analog days are
spread out over the whole time period, which is ver-
ified on the data. They are however not uniformly dis-
tributed (since we found in Jézéquel et al 2018a some
cases of significant changes in the frequency of

occurrence of the circulation of interest), which is
reflected in the calculation of the confidence intervals.
Besides, using linear trends has limitations, since there
is no reason for the change to be linear. This means we
will not capture all the characteristics of the trend.
However, at this point we only want to test whether we
detect significant trends, so the linear model should
suffice for our purpose.

2.4. Bias correction
Models have biased representation of both temper-
ature and Z500 (Dosio and Paruolo 2011, Cattiaux
et al 2013, White and Toumi 2013). A few recent
studies are advocating for the use of bias correction to
account for models bias to study the influence of
climate change on extreme weather events (e.g. Jeon
et al 2016, Bellprat et al 2019). Here, we performed bias
correction on both variables as a sensitivity test and
checked whether and how it affects the results. For
Z500, the detrending we systematically apply sets all
the means to zero and hence results in a sort of bias
correction of the average of the Z500 distribution.
Similarly to what was done in Jézéquel et al (2018a), we
compared the results between detrending, and three
different types of normalization: a simple normal-
ization (division by the standard deviation) gridpoint
by gridpoint, another on the spatial mean of the Z500
field and a quantile-mapping (e.g. Panofsky and
Brier 1958, Déqué 2007, Gudmundsson et al 2012).
Since the normalization has a marginal influence on
the results, we only present hereafter the results for
detrendedZ500.

For the temperature, we used the ‘cumulative
distribution function-transform’ (CDF-t) method
(Vrac et al 2012) applied to the deseasonalized sum-
mer daily temperature field, with 1950–2005 as the
calibration period and 2006–2100 as the target period.
The results obtained with and without bias correction
are displayed and discussed in the following sections.

3. Results

3.1. Conditional trendswithout bias correction
Figure 2 displays the conditional trends associated to
the 2003 and 2010 cases. For the historical period,
most of the conditional trends are significantly positive
(p-value <0.05). For 2003, the observed conditional
trend is significantly positive (p-value of 0.001). 15 out
of 16 CMIP5models and all the CESM runs reproduce
this significant positive trend, although some trends
are relatively large compared to the observed one. The
trend computed for bcc-csm1-1 is not significant ; this
could be due to internal variability, since we only use
one member by model. The NCEP conditional trend
for 2010 is positive but not significant (p-value of
0.12). All models except bcc-csm1-1 detect positive
trends, with differences between the models on the
value and significance of these trends. The spread of
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conditional trends for both the CMIP5 and the CESM
ensemble is larger than for 2003, possibly pointing to a
larger role of internal variability within the selected
analogs in the RU region.

The width of the confidence intervals of each
model and the internal variability between CESM runs
drop for the 1950–2100 period. This shrinking does
not stem from the increase in degrees of freedom rela-
ted to the different lengths of the 1950–2016 and the
1950–2100 periods (obtained from a simple calcul-
ation based on the confidence interval formula from
Von Storch and Zwiers 2001). It could be explained by

a larger role of internal variability in the historical per-
iod, while the climate change signal becomes clearer
and more pronounced for a longer time period. The
spread of the CMIP5 model ensemble (gray boxes)
also decreases between the historical period and
RCP4.5, but increases between RCP4.5 and RCP8.5.
For 2003, the trends are all significantly positive
(p-value <0.5), approximately between 0.2 °C and
0.5 °C by decade for RCP4.5 and between 0.2 °C and
0.8 °C by decade for RCP8.5. All the trends increase
between RCP4.5 and RCP8.5 except for bcc-csm1-1.
For 2010, the trends are all significantly positive except

Figure 2.Conditional trends. Panels (a) and (b) display the regression coefficient of the temperatures offlow analogs in function of
time for observational (temperature) and reanalysis (Z500) data (in red), CMIP5 (bars in gray shaded areas) andCESM (bars in blue
shaded areas), for the historical (1950–2016), RCP4.5 (1950–2100) andRCP8.5 (1950–2100) experiments. Panel (a) is for 13thAugust
2003. Panel (b) is for 7thAugust 2010.

5

Environ. Res. Lett. 15 (2020) 064018



for bcc-csm1-1 for RCP8.5. They are approximately
between 0.2 °C and 0.5 °C by decade for RCP4.5 and
between−0.1 °C and 0.8 °Cby decade for RCP8.5.

The detection of significant positive trends both
for the historical period and the projections is an
expected result, since there is a clear trend on temper-
ature extremes, which has been attributed to anthro-
pogenic emissions (Bindoff et al 2013). The increase of
these trends between the historical period and the pro-
jections, and between RCP4.5 and RCP8.5 is also char-
acteristic of different potential levels of anthropogenic
forcings. At least for 2003, the differences between
models in the historical period is within the range of
internal variability provided by the CESM ensemble.
However, the inter-model spread for RCP8.5 cannot
be explained only by internal variability. In the future
climate under RCP8.5, model differences emerge
clearly, which may be due to differences in climate
sensitivity and/or to differences in the modeling of
dynamics and of their linkwith temperature.

3.2. Residual trendswithout bias correction
Figure 3 displays the residual trends for the 2003 and
2010 cases. For 2003, the NCEP residual trend is
significantly negative of approximately −0.15 °C by
decade. For the historical period, most CMIP5models
(11 out of 16) detect negative residual trends, with
differences in the significance and value of these
trends. The models (from both the CMIP5 and CESM
ensembles) generally underestimate this negative
trend. For 2010, the NCEP residual trend is not
significant and slightly negative (less than −0.1 °C by
decade). The spread of residual trends for both the
CMIP5 and the CESM ensemble is larger than
for 2003.

The confidence intervals of each model, the inter-
nal variability between CESM runs, and the model
spread all drop for the 1950–2100 period, which can
be explained by the same reasoning as for the condi-
tional trend case. For 2003, three (resp. eight)models
detect a significant negative trend for RCP4.5 (resp.
RCP8.5) and one (resp. two) model detects a sig-
nificant positive trend with the rest being non-sig-
nificant. For 2010, four (respectively five) models
detect a significant negative trend for RCP4.5 (resp.
RCP8.5) and three (resp. four) models detect a sig-
nificant positive trend with the rest being non-sig-
nificant. Different runs from the CESM ensemble
detect significant trends from opposite signs, hinting
at a large role of internal variability in residual trends,
especially for the 2010 case.

Detecting negative residual trends and positive
conditional trends, as is the case for the reanalysis
dataset, implies that the regional trend is larger than
the conditional trend. This means that for the type of
circulation considered, temperature rises slower than
the mean regional temperature. The inter-model
spread of the residual trends of projections is about

half of the conditional trends spread, for 2003. This
could imply that around half of the model uncertain-
ties in the conditional trends comes from model
uncertainties in the regional climate sensitivity. For
2010, this shrinking of the inter-model spread
between conditional and residual trends is less pro-
nounced, mainly because of outliers (BNU-ESM for
RCP4.5 and bcc-csm1-1 for RCP8.5). It would be
interesting to investigate how andwhy these twomod-
els differ from the others, but it is out of the scope of
the present letter.

3.3.Quality of the datasets
3.3.1. Choice of reanalyses
Results can be sensitive to the choice of reanalyses (e.g.
Alvarez-Castro et al 2018). For our study, we needed
both temperature reanalysis and Z500 reanalysis
datasets. The aim of our analysis required to use
datasets spanning a relatively long time period in order
to have enough data to calculate robust trends, and we
wanted datasets that are regularly updated, so that this
method could easily be applied to recent events. For
Z500, only NCEP meets these criteria. However, it
does not mean that NCEP is trustworthy. Figure 4
displays conditional and residual trends for 2003 and
2010 using different reanalysis datasets. We compared
NCEP, and ERA20C for the 1950–2010 period, for
both temperature and Z500. We found differences, a
large part of which can be explained by the difference
in Z500 fields. This result calls for caution in the
interpretation of the results. We also found that
analyzing data up to 2010 could have a large influence
on results (e.g. for the conditional trend of the 2010
case study). For future studies, the ERA5 reanalysis
(Copernicus Climate Change Service (C3S) 2017),
which should cover the 1950-present period starting
mid-2020, would be better suited. Since NCEP temp-
erature is not very trustworthy (e.g. Sturaro 2003), we
decided to use the NCEP Z500 field and to combine it
with another temperature dataset. Figures S1 and S2
show the differences between conditional and residual
trends computed using different temperature datasets:
NCEP, BEST and E-OBS. The E-OBS and BEST
datasets give qualitatively similar results for the WE-T
region. The E-OBS dataset does not cover the RU-T
region. The choice of the temperature dataset has
more influence on conditional trends than on residual
trends. This implies that it is more difficult to
reproduce the observed unconditional trend on aver-
age temperature than the relative evolution of temper-
ature for a fixed circulation type once the
unconditional trend is removed, with the NCEP
dataset.

3.3.2. Impact of bias correction
Figure S3 displays the difference between conditional
trends calculated with temperature fields with and
without bias correction using CDF-t for both 2003 and
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2010. Figure S4 displays the difference between
residual trends calculated with temperature fields with
and without bias correction using CDF-t for both 2003
and 2010. Bias correction has a bigger effect on
projections than on the historical period.While some of
the models are affected by the bias correction, with
differences up to 0.3 °C by decade, others are not. In
some cases bias correction leads to an an increase of
conditional and residual trends, in others, it leads to a
decrease. Bias correction generally leads to a wider
multi-model range for both types of trends. The fact that
bias correction has an influence on some of the results is
a warning to take the results with caution. This calls for

further research to better understand which bias correc-
tion method is more adapted, as well as whether, how
and why bias correction adds realism to the results. This
research is out of the scope of this article.

4. Conclusions and discussion

In this paper, we introduce methodological tools to
analyze how climate change affects the temperature
associated with a given circulation type. We apply it to
two case studies associated to two major heatwaves to
demonstrate how the methodology works. One result

Figure 3.Residual trends. Panels (a) and (b) display the regression coefficient of the detrended analog temperatures in function of time
for observational (temperature) and reanalysis (Z500) data (in red), CMIP5 (bars in gray shaded areas) andCESM (bars in blue
shaded), for the historical (1950–2016), RCP4.5 (1950–2100) andRCP8.5 (1950–2100) experiments. Panel (a) is for 13thAugust 2003.
Panel (b) is for 7thAugust 2010.
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of our study is that conditional trends are significantly
positive. This means that given the circulation pattern
related to the 2003 and 2010 hottest days, there is a
significant temperature increase both in the historical
period and in the projections. Compared with the
dynamical trends introduced in Jézéquel et al (2018a),
the conditional trends calculated here contain a much
stronger signal related to the increase of European
summer temperatures associated with anthropogenic
climate change. In particular, contrarily to dynamical
trends, it is already possible to detect a significant trend
over the historical period only.

The second part of our analysis shows that, over
the historical period, for the 2003 (and to a lesser
extent 2010) circulation pattern and associated temp-
erature, almost half the models, and most importantly

the reanalyses detect a significantly negative residual
trend. This implies that the rate of warming for the
type of circulation related to the events analyzed here
could be smaller than the mean regional rate of warm-
ing. A possible explanation would be a general
decrease of the standard deviation of the uncondi-
tional temperature distribution. However, a number
of studies have shown that the standard deviation of
the temperature distribution in Central Europe actu-
ally increases (e.g. Vogel et al 2017, Wartenburger et al
2017, Lorenz et al 2019). The region we selected for
2003 is a part of Central Europe.We also did not find a
significant decrease of unconditional variability in our
datasets (not shown here). Therefore our results sug-
gest that this change happens for the specific types of
circulation we selected. Hot extremes in the future

Figure 4.Comparison of conditional (upper panels), and residual (lower panels) trends for different reanalyses datasets for both Z500
and temperature reanalyses (NCEP and ERA20C) over the 1950–2010 period. Left panels are for 13th August 2003. Right panels are
for 7thAugust 2010.
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could then be caused by different circulation patterns
than the ones studied in this paper. A more complete
study of residual trends applied to a large ensemble of
circulation types (rather than just two specific circula-
tion patterns) is needed to better understand how and
why anthropogenic emissions may modify the link
between circulation and temperature.

For the projections, the picture is more contrasted,
as depending on the model and whether there is a bias
correction or not, the residual trends can be significantly
negative (down to approximately −0.5 °C by decade),
not significant, or significantly positive (up to approxi-
mately+0.4 °Cby decade).While residual trends should
help to better understand whether circulation patterns
leading to extreme heat in the historical period will also
lead to extreme heat in the future, it is hard to conclude
with the two examples we studied in the present article,
since the models do not agree. The differences between
modelsmay for example arise fromdifferent representa-
tions of land-atmosphere feedbacks (e.g. representation
of duration of anticyclonic blockings, of precipitation, or
of vegetation). A better understanding of what differ-
entiates these models would be necessary to analyze fur-
ther themeaning of residual trends.

Another important feature of extreme heat is the
duration of heat events and the stability of the atmo-
spheric patterns leading to these events. The residual
trends presented here only apply to daily circulation,
which may be a limit in the case of extreme heat. It
could however also be applied to shorter events, for
example on different types of daily events strongly
dependent on circulation patterns like precipitation
extremes or storms Combined with the dynamical
trends introduced in Jézéquel et al (2018a), condi-
tional and residual trends provide tools to understand
how an observed event is and will be affected by cli-
mate change. These trends, tailored to a specific event,
could be used for extreme event attribution. One of
the main advantages in obtaining these trends is that
they are both easy to implement and cheap in compu-
tation time. They provide insight on the dynamical
and thermodynamical contributions to extreme
events, based on existing ensembles of simulations and
complement the analyses of Vautard et al (2016).
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