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Null controllability of semi-linear fourth order parabolic equations

K.Kassab∗

October 25, 2019

Abstract

In this paper, we consider a semi-linear fourth order parabolic equation in a bounded smooth domain
Ω with homogeneous Dirichlet and Neumann boundary conditions. The main result of this paper is the
null controllability and the exact controllability to the trajectories at any time T > 0 for the associated
control system with a control function acting at the interior.

Résumé

Dans ce papier, on considère une équation parabolique semi-linéaire de quatrième ordre dans un domaine
borné régulier Ω avec des conditions aux limites de type Dirichlet et Neumann homogènes. Le résultat
principal de ce papier concerne la contrôlabilité à zéro et la contrôlabilité exacte pour tout T > 0 du système
de contrôle associé avec un contrôle agissant à l’interieur.

MSC : 35K35, 93B05, 93B07.

Keywords: Linear and semi-linear fourth order parabolic equation, global Carleman estimate.

1 Introduction

In the present paper, we consider Ω ⊂ RN with (N ≥ 2) a bounded connected open set whose boundary
∂Ω is regular enough. Let ω ⊂ Ω be a (small) nonempty open subset and let T > 0. We will use the notation
Q = (0, T )×Ω and Σ = (0, T )× ∂Ω and we will denote by ~n(x) the outward unit normal vector to Ω at the
point x ∈ ∂Ω. On the other hand, we will denote by C0 a generic positive constant which may depend on Ω
and ω but not on T .

We consider parabolic systems of the form
∂ty + ∆2y + f1(y,∇y,∇2y)11{f2≡0} + f2(y,∇y,∇2y,∇3y) = χωv in Q ,

y =
∂y

∂~n
= 0 on Σ ,

y(0, ·) = y0(·) in Ω ,

(1)

where χω is the characteristic function of ω, y0 and v are given in appropriate spaces and

f1 : R× RN × RN
2

→ R

and
f2 : R× RN × RN

2

× RN
3

→ R.
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Here, we introduced f1 to show that the conditions we impose may be less restrictive when there is no ∇3 y
(i.e f2 ≡ 0). Before presenting our result, we will cite some physical motivations which are related to the
system under view.

In [25], the authors studied the epitaxial growth of nanoscale thin films, which is modeled by the following
system : 

∂tu+ ∆2u−∇. (f(∇u)) = g in Q̃ ,
∂u

∂~n
=
∂4u
∂~n

= 0 on Σ̃ ,

u(0, ·) = u0(·) in Ω̃ ,

(2)

where Ω̃ = (0, L)2, Q̃ = (0, T )× Ω̃, Σ̃ = (0, T )× ∂Ω̃, u0 ∈ L2(Ω̃), f ∈ C1(RN ,RN ) and g ∈ L2((0, T )× Ω̃).
In this context, u is the scaled film height, the term ∆2u represents the capillarity-driven surface diffusion
and g denotes the deposition flux, while ∇ · (f(∇u)) describes the upward hopping of atoms.

Furthermore, in [18] the authors studied the following system :
∂tu+∇.

(
|∇4u|p(x)−2∇4u

)
= f(x, u) in Q ,

u = 4u = 0 on Σ ,

u(0, ·) = u0(·) in Ω ,

(3)

where p and f are specific functions and u0 is an initial data. The previous model may describe some
properties of medical magnetic resonance images in space and time. When the nonlinear source f(x, u) is
equal to η(x, t), then the functions u(x, t) and η(x, t), respectively, represent the pixel intensity value of a
digital image and a random noise. On the other hand, the author in [26] studied a fourth order parabolic
system similar to (1) that models the long range effect of insects dispersal. Moreover, the authors in [10] were
interested by a fourth order parabolic system where the solution describes the height of a viscous droplet
spreading on a plain. For more details about this subject, see for instance [28], [12], [3], [4], [31], [33].

Let us now suppose that f1 and f2 are a locally Lipschitz-continuous functions and

f1(0R, 0RN , 0RN2 ) = f2(0R, 0RN , 0RN2 , 0RN3 ) = 0. (4)

Observe that, under the hypothesis above, we can write

f1(s, p, q) = g1(s, p, q)s+G1(s, p, q) · p+ E1(s, p, q) : q , ∀(s, p, q) ∈ R× RN × RN
2

, (5)

where

g1(s, p, q) =

∫ 1

0

∂

∂s
f1(λ s, λ p, λ q)dλ,

G1,i(s, p, q) =

∫ 1

0

∂

∂pi
f1(λ s, λ p, λ q)dλ,

for 1 ≤ i ≤ N and

E1,jk(s, p, q) =

∫ 1

0

∂

∂qjk
f1(λ s, λ p, λ q)dλ,

for 1 ≤ j, k ≤ N . Let us notice that g1 ∈ L∞loc(R × RN × RN
2

), G1 ∈ L∞loc(R × RN × RN
2

)N and E1 ∈
L∞loc(R×RN ×RN

2

)N
2

. On the other hand, we can write also f2 in the same way as before and we will have

f2(s, p, q, r) = g2(s, p, q, r)s+G2(s, p, q, r) · p+ E2(s, p, q, r) : q +M2(s, p, q, r) ∴ r ,

∀(s, p, q, r) ∈ R× RN × RN
2

× RN
3

,
(6)
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where

g2(s, p, q, r) =

∫ 1

0

∂

∂s
f2(λ s, λ p, λ q, λ r)dλ,

G2,i(s, p, q, r) =

∫ 1

0

∂

∂pi
f2(λ s, λ p, λ q, λ r)dλ,

for 1 ≤ i ≤ N

E2,jk(s, p, q, r) =

∫ 1

0

∂

∂qjk
f2(λ s, λ p, λ q, λ r)dλ,

for 1 ≤ j, k ≤ N and

M2,jkl(s, p, q, r) =

∫ 1

0

∂

∂rjkl
f2(λ s, λ p, λ q, λ r)dλ,

for 1 ≤ j, k, l ≤ N . Let us notice that g2 ∈ L∞loc(R×RN×RN
2

×RN
3

), G2 ∈ L∞loc(R×RN×RN
2

×RN
3

)N , E2 ∈
L∞loc(R× RN × RN

2

× RN
3

)N
2

and M2 ∈ L∞loc(R× RN × RN
2

× RN
3

)N
3

.
We will assume also the following conditions on g1, G1, E1, g2, G2, E2 and M2 :

lim
|s|,|p|,|q|→∞

|g1(s, p, q)|
log3(1 + |s|+ |p|+ |q|)

= 0,

lim
|s|,|p|,|q|→∞

|G1(s, p, q)|
log2(1 + |s|+ |p|+ |q|)

= 0,

lim
|s|,|p|,|q|→∞

|E1(s, p, q)|
log(1 + |s|+ |p|+ |q|)

= 0

(7)

and we suppose that there exists γ > 1 such that

lim
|s|,|p|,|q|,|r|→∞

|g2(s, p, q, r)|
log3/γ(1 + |s|+ |p|+ |q|+ |r|)

= 0,

lim
|s|,|p|,|q|,|r|→∞

|G2(s, p, q, r)|
log2/γ(1 + |s|+ |p|+ |q|+ |r|)

= 0,

lim
|s|,|p|,|q|,|r|→∞

|E2(s, p, q, r)|
log1/γ(1 + |s|+ |p|+ |q|+ |r|)

= 0,

lim
|s|,|p|,|q|,|r|→∞

e
γ
γ−1 |M2(s,p,q,r)|1/2

log(1 + |s|+ |p|+ |q|+ |r|)
= 0.

(8)

Our first goal is to establish the null controllability for system (1). Let us start by giving the definition of
null controllability for (1).

Definition 1.1. It is said that (1) is null controllable at time T > 0 if for each y0 ∈ W 2,∞(Ω) ∩ H2
0 (Ω),

there exists v ∈ L∞((0, T ) × ω) such that the corresponding initial problem (1) admits a solution y ∈
C0([0, T ];L2(Ω)) satisfying

y(T, ·) = 0 in Ω.

Before we continue, let us present the following remark that concerns the regularity of y0 :

Remark 1.2. In this paper we can assume that y0 ∈W 4−4/p,p(Ω)∩H2
0 (Ω) for any 2 ≤ p < +∞. In fact,

it suffices to take v = 0 in (1) for t ∈ [0, ε] and to work in the time interval [ε, T ], looking at y(ε, ·) as the
initial state. In order to prove that y(ε, ·) belongs to W 4−4/p,p(Ω), one may perform a fixed-point argument
based on Lemma 3.3.

Now let us present the main result of this paper.
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Theorem 1.3. Assume that f verifies (4) and (7). Then (1) is null controllable at any time T > 0.

In the next theorem, we prove the existence of a class of functions f = f1 + f2 such that the system (1)
is not null controllable for all T > 0.

Theorem 1.4. Assume that θ > 4. Then there exists functions f = f(s) with f(0) = 0 and

f(s) ∼ |s| logθ(1 + |s|) when s→ +∞

such that the system (1) with f1 + f2 = f is not null controllable at any time T > 0.

We give the proof by using the same ideas in [15] and [16]. See for instance [21] and [22] for examples of
systems that fail to be null controllable.

Proof. Let us consider the following function :

f(s) =

∫ |s|
0

logθ(1 + z)dz ∀s ∈ R.

At first, let us prove the existence of a non-negative function ρ ∈ D(Ω) such that

ρ = 0 in ω,

∫
Ω

ρ dx = 1 and ρf∗(
2∆2ρ

ρ
) ∈ L1(Ω)

where f∗ is the convex conjugate of f .

Let us notice that, from the definition of the convex conjugate, we have

f∗(s) = s(f ′)−1(s)− f((f ′)−1(s)).

Then, from the definition of f , we deduce that

f∗(s) = s(es
1/θ

− 1)−
∫ es

1/θ
−1

0

logθ(1 + z)dz

and

f∗(s) ∼ s1−1/θes
1/θ

when s→ +∞. (9)

In fact, we used the Hopital’s rule to deduce the last behavior when s → +∞. For the existence of
the function ρ, without loss of generality, let us choose r > 0 such that B(0, r) ⊂ Ω \ ω and let us set

ρ(x) = e−(r−|x|)−m11B(0,r) for m >
4

θ − 4
. To prove that ρf∗(

2∆2ρ

ρ
) ∈ L1(Ω), the difficulties exist only at

∂B(0, r) (i.e. |x| → r−). By doing several computations, we can deduce that

∆2ρ(x)

ρ(x)
∼ (r − |x|)−4(m+1) when |x| → r−.

Combining the last result with (9), we have

f∗(
2∆2ρ(x)

ρ(x)
) ∼ (r − |x|)−4(m+1)(1−1/θ)e(r−|x|)−4(m+1)/θ

when |x| → r−.

Then, we deduce that

ρ(x)f∗(
2∆2ρ(x)

ρ(x)
) ∼ (r − |x|)−4(m+1)(1−1/θ) e

(r−|x|)−4(m+1)/θ

e(r−|x|)−m when |x| → r−.
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It is easy to see that ρf∗(
2∆2ρ

ρ
) ∈ L1(Ω) if and only if m >

4(m+ 1)

θ
(i.e. m >

4

θ − 4
).

To complete the proof, by multiplying (1)1 for f1 + f2 = f by ρ and integrating by parts, we have

d

dt

(
−
∫

Ω

ρ y dx

)
=

∫
Ω

∆2ρ y dx+

∫
Ω

ρ f(y)dx. (10)

From Young’s inequality, we deduce∣∣∣∣ ∫
Ω

∆2ρ y dx

∣∣∣∣ ≤ ∫
Ω

ρ
|∆2ρ|
ρ
|y| dx

≤ 1

2

∫
Ω

ρ f∗
(

2|∆2ρ|
ρ

)
dx+

1

2

∫
Ω

ρ f(|y|) dx
(11)

where f∗ is the convex conjugate of f . Combining the last inequality with (10), we deduce

d

dt

(
−
∫

Ω

ρ y dx

)
≥ −1

2

∫
Ω

ρ f∗
(

2|∆2ρ|
ρ

)
dx+

1

2

∫
Ω

ρ f(|y|) dx. (12)

From the convexity of f and the fact that f is increasing, we deduce

d

dt

(
−
∫

Ω

ρ y dx

)
≥ −1

2

∫
Ω

ρ f∗
(

2|∆2ρ|
ρ

)
dx+

1

2
f

(
−
∫

Ω

ρ y dx

)
. (13)

Here, from what we did previously, we have ρ f∗
(

2|∆2ρ|
ρ

)
∈ L1(Ω). Now, let us denote z(t) = −

∫
Ω

ρ y dx,

z0 =

∫
Ω

ρ y0 dx and k =
1

2

∫
Ω

ρ f∗
(

2|∆2ρ|
ρ

)
dx. We find the following system :z′(t) ≥ −k +

1

2
f(z(t)),

z(0) = z0.
(14)

The main idea is to show that z blows up at a finite time. So, let y0 ∈ L2(Ω) be such that

z0 = −
∫

Ω

ρ y0 dx > 0 and f(z0) > 2k.

Let us notice that z is not decreasing. Moreover, let us introduce the following function :

G(z0, s) =

∫ s

z0

1

−k + 1
2f(σ)

dσ ∀s ≥ z0.

By differentiating G(z0, z(t)), we have

d

dt
G(z0, z(t)) =

z′(t)

−k + 1
2f(z(t)

≥ 1 ∀t ∈ [0, T ∗). (15)

From the definition of f , by applying the Hopital’s rule, we deduce

f(σ) ∼ σ logθ(1 + σ) when |x| → +∞.

Then we easily deduce that G(z0,+∞) < +∞. Integrating (15) in (0, t), we have

t ≤ G(z0, z(t)) < +∞ ∀t ∈ [0, T ∗).

Then we deduce easily that

T ∗ ≤
∫ ∞
z0

1

−k + 1
2f(σ)

dσ < +∞.

This completes the proof. In fact, we proved that, whatever T > 0, if we take z0 sufficiently large such that
G(z0,+∞) < T , then the blow up time of z and the blow up time of y in L1(Ω) is smaller than T , which
means that y is not globally defined in [0, T ]. �
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We can also extend Theorem 1.3 to more general functions f1 and f2:

Remark 1.5. Let us notice that Theorem 1.3 holds true even if we replace f1 (resp. f2) by f̃1 (resp. f̃2) of
the form :

f̃1(t, x, s, p, q) = g̃1(t, x, s, p, q)s+ G̃1(t, x, s, p, q) · p+ Ẽ1(t, x, s, p, q) : q, (16)

f̃2(t, x, s, p, q, r) = g̃2(t, x, s, p, q, r)s+ G̃2(t, x, s, p, q, r) · p+ Ẽ2(t, x, s, p, q, r) : q + M̃2(t, x, s, p, q, r) ∴ r,

(17)

for all (t, x, s, p, q, r) ∈ Q× R× RN × RN
2

× RN
3

and where f̃1 and f̃2 satisfy :

1. f̃1(·, ·, s, p, q), f̃2(·, ·, s, p, q, r) ∈ L∞(Q), ∀ (s, p, q, r) ∈ R× RN × RN
2

× RN
3

.

2. f̃1(t, x, ·, ·, ·) and f̃2(t, x, ·, ·, ·, ·) are locally Lipschitz-continuous for (t, x) almost everywhere in Q, where
the Lipschitz constant is independent of (t, x) for all (t, x) in any bounded set of R× RN .

3. Uniformly in (t, x) ∈ Q, we have for some γ > 1

lim
|s|,|p|,|q|→∞

|g̃1(t, x, s, p, q)|
log3(1 + |s|+ |p|+ |q|)

= 0,

lim
|s|,|p|,|q|→∞

|G̃1(t, x, s, p, q)|
log2(1 + |s|+ |p|+ |q|)

= 0,

lim
|s|,|p|,|q|→∞

|Ẽ1(t, x, s, p, q)|
log(1 + |s|+ |p|+ |q|)

= 0

(18)

and

lim
|s|,|p|,|q|,|r|→∞

|g̃2(s, p, q, r)|
log3/γ(1 + |s|+ |p|+ |q|+ |r|)

= 0,

lim
|s|,|p|,|q|,|r|→∞

|G̃2(s, p, q, r)|
log2/γ(1 + |s|+ |p|+ |q|+ |r|)

= 0,

lim
|s|,|p|,|q|,|r|→∞

|Ẽ2(s, p, q, r)|
log1/γ(1 + |s|+ |p|+ |q|+ |r|)

= 0,

lim
|s|,|p|,|q|,|r|→∞

e
γ
γ−1 |M̃2(s,p,q,r)|1/2

log(1 + |s|+ |p|+ |q|+ |r|)
= 0.

(19)

Let us now give the definition of the exact controllability to the trajectories for (1).

Definition 1.6. Let ȳ0 ∈W 2,∞(Ω) ∩H2
0 (Ω) and let ȳ ∈ C0([0, T ];W 2,∞(Ω)) fulfill the following system :

∂tȳ + ∆2ȳ + f1(ȳ,∇ȳ,∇2ȳ)11{f2≡0} + f2(ȳ,∇ȳ,∇2ȳ,∇3ȳ) = 0 in Q ,

ȳ =
∂ȳ

∂~n
= 0 on Σ ,

ȳ(0, ·) = ȳ0(·) in Ω .

(20)

It is said that (1) is exactly controllable to the trajectory ȳ at time T > 0, if there exists v ∈ L∞((0, T )× ω)
such that the corresponding initial problem (1) admits a solution y ∈ C0([0, T ];L2(Ω)) satisfying

y(T, ·) = ȳ(T, ·) in Ω.

Let us now present the second main result of this paper, which is the exact controllability to the trajec-
tories of (1) :
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Theorem 1.7. Assume that f1 (resp. f2) verifies (4) and (18) (resp. (19)) and the following conditions :

lim
|s|,|p|,|q|→∞

∣∣∣∣ ∫ 1

0

∂

∂s
f1(s∗ + λ s, p∗ + λ p, q∗ + λ q)dλ

∣∣∣∣ 1

log3(1 + |s|+ |p|+ |q|)
= 0,

lim
|s|,|p|,|q|→∞

∣∣∣∣ ∫ 1

0

∂

∂pi
f1(s∗ + λ s, p∗ + λ p, q∗ + λ q)dλ

∣∣∣∣ 1

log2(1 + |s|+ |p|+ |q|)
= 0,

lim
|s|,|p|,|q|→∞

∣∣∣∣ ∫ 1

0

∂

∂qjk
f1(s∗ + λ s, p∗ + λ p, q∗ + λ q)dλ

∣∣∣∣ 1

log(1 + |s|+ |p|+ |q|)
= 0,

(21)

for any 1 ≤ i, j, k ≤ N and for all (s∗, p∗, q∗) in any bounded set of R× RN × RN
2

and for some γ > 1

lim
|s|,|p|,|q|,|r|→∞

∣∣∣∣ ∫ 1

0

∂

∂s
f2(s∗ + λ s, p∗ + λ p, q∗ + λ q, r∗ + λ r)dλ

∣∣∣∣ 1

log3/γ(1 + |s|+ |p|+ |q|+ |r|)
= 0,

lim
|s|,|p|,|q|,|r|→∞

∣∣∣∣ ∫ 1

0

∂

∂pi
f2(s∗ + λ s, p∗ + λ p, q∗ + λ q, r∗ + λ r)dλ

∣∣∣∣ 1

log2/γ(1 + |s|+ |p|+ |q|+ |r|)
= 0,

lim
|s|,|p|,|q|,|r|→∞

∣∣∣∣ ∫ 1

0

∂

∂qjk
f2(s∗ + λ s, p∗ + λ p, q∗ + λ q, r∗ + λ r)dλ

∣∣∣∣ 1

log1/γ(1 + |s|+ |p|+ |q|+ |r|)
= 0,

(22)

lim
|s|,|p|,|q|,|r|→∞

exp

(
γ

γ − 1

∣∣∣∣ ∫ 1

0

∂

∂rlmn
f2(s∗ + λ s, p∗ + λ p, q∗ + λ q, r∗ + λ r)dλ

∣∣∣∣1/2) 1

log(1 + |s|+ |p|+ |q|+ |r|)
= 0,

for any 1 ≤ i, j, k, l,m, n ≤ N and for all (s∗, p∗, q∗, r∗) in any bounded set of R× RN × RN
2

× RN
3

. Then
(1) is exactly controllable to the trajectories at any time T > 0.

Proof. Let us denote w0 = y0 − ȳ0 and w = y − ȳ. Then w verifies the following system :
∂tw + ∆2w + f̃(·, ·, w,∇w,∇2w)11{f̃2≡0} + f̃2(·, ·, w,∇w,∇2w,∇3w) = χωv in Q ,

w =
∂w

∂~n
= 0 on Σ ,

w(0, ·) = w0(·) in Ω ,

where f̃1 and f̃2 satisfy (16) and (17) with

g̃1(t, x, s, p, q) =

∫ 1

0

∂

∂s
f1(ȳ(t, x) + λ s,∇ ȳ(t, x) + λ p,∇2 ȳ(t, x) + λ q)dλ,

G̃1,i(t, x, s, p, q) =

∫ 1

0

∂

∂pi
f1(ȳ(t, x) + λ s,∇ ȳ(t, x) + λ p,∇2 ȳ(t, x) + λ q)dλ

Ẽ1,jk(t, x, s, p, q) =

∫ 1

0

∂

∂qjk
f1(ȳ(t, x) + λ s,∇ ȳ(t, x) + λ p,∇2 ȳ(t, x) + λ q)dλ

7



for 1 ≤ i, j, k ≤ N and

g̃2(t, x, s, p, q, r) =

∫ 1

0

∂

∂s
f2(ȳ(t, x) + λ s,∇ ȳ(t, x) + λ p,∇2 ȳ(t, x) + λ q,∇3 ȳ(t, x) + λ r)dλ,

G̃2,i(t, x, s, p, q) =

∫ 1

0

∂

∂pi
f2(ȳ(t, x) + λ s,∇ ȳ(t, x) + λ p,∇2 ȳ(t, x) + λ q,∇3ȳ(t, x) + λ r)dλ

Ẽ2,jk(t, x, s, p, q) =

∫ 1

0

∂

∂qjk
f2(ȳ(t, x) + λ s,∇ ȳ(t, x) + λ p,∇2 ȳ(t, x) + λ q,∇3ȳ(t, x) + λ r)dλ

M̃2,lmn(t, x, s, p, q) =

∫ 1

0

∂

∂rlmn
f2(ȳ(t, x) + λ s,∇ ȳ(t, x) + λ p,∇2 ȳ(t, x) + λ q,∇3ȳ(t, x) + λ r)dλ

for 1 ≤ i, j, k, l,m, n ≤ N . Then, from Remark 1.5 we deduce our desired result.

Let us now present some results concerning the null controllability and the exact controllability to the
trajectories of fourth order parabolic equations.

• We start by the linear case. The author in [19], using the same ideas as in [20], proved the boundary
null controllability of a linear fourth order parabolic equation in dimension 1 where the control acts on the
whole boundary. Using the ideas of [27], the author in [32] proved the null controllability of a linear fourth
order parabolic equation in higher dimension. Moreover, the author in [6] proved the null controllability of
the linear Kuramoto-Sivashinsky equation by using a moments method and spectral analysis. On the other
hand, by using the ideas in [16], the authors in [5], [7], [8] and [34] proved some Carleman estimates for fourth
order parabolic operators in dimension 1 which led to null controllability results. In higher dimension, a
Carleman estimate for a fourth order parabolic equation has recently been proved in [17]. That result implies
the null controllability with L2-controls of the following linear system :

∂ty + ∆2y + a0y +∇ · (B0 y) +

N∑
ij=1

∂ij(Dij y) + ∆(a1 y) = χωv in Q ,

y =
∂ y

∂~n
= 0 on Σ ,

y(0, ·) = y0(·) in Ω ,

(23)

where a0, a1 ∈ L∞(Q;R), B0 ∈ L∞(Q;RN ), D ∈ L∞(Q;RN
2

) and y0 ∈ L2(Ω).

• Let us now cite some works concerning the null and the exact controllability to the trajectories of semi-
linear parabolic equations. In [11], by using a Carleman estimate and Kakutani’s fix point theorem, the
authors proved some controllability properties for the following system :

∂ty −∆ y + f(y,∇y) = χωv in Q ,

y = 0 on Σ ,

y(0, ·) = y0(·) in Ω ,

where f is a locally Lipschitz-continuous function satisfying some properties similar to (4) and (7) and y0 is
given in an appropriate space. Before that, the authors in [15] and [1] proved some controllability properties
for the above system, where the nonlinear term is assumed to be of the form f(y) and div(f(y)) respectively.
Furthermore, using the ideas of [23] and [24], the authors proved in [14] the exact controllability to the
trajectories of the following system :

∂ty −∆ y + F (y,∇y) = χωv in Q ,
∂ y

∂~n
+ f(y) = 0 on Σ ,

y(0, ·) = y0(·) in Ω ,
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where F : R × RN → R and f : R → R are given functions and y0 ∈ L∞(Ω). For more details about this
subject, see for instance [2], [13] and [16] and the references therein. In addition, in [9], the authors studied
the boundary null controllability of a fourth order parabolic semi-linear equation where the control acts on
the whole boundary. On the other hand, several controllability results for semi-linear fourth order parabolic
equations in dimension 1 were proved in [5], [7], [8] by using Carleman estimates and an inverse mapping
theorem. Additionally, based on a Carleman estimate and Kakutani’s fix point theorem, the author in [34]
deduced a null controllability result for the semi-linear system

∂ty + ∂xxxxy + f(y) = χωv in (0, T )× (0, 1) ,

y(·, 0) = y(·, 1) = 0 in (0, T ) ,

∂xy(·, 0) = ∂xy(·, 1) = 0 in (0, T ) ,

y(0, ·) = y0(·) in (0, 1) ,

where y0 ∈ L2(0, 1) and f is a globally Lipschitz continuous function. As far as we know, in higher dimensions,
there are no results on the null controllability of semi-linear fourth order parabolic equations.

Let us remark that all three main results of this paper ( Theorem 1.3, Theorem 1.4 and Theorem 1.7 below)
are the first controllability results for fourth-order semilinear parabolic equations in dimension N ≥ 2. As
we explained below, the only previous controllability result concerning a semilinear fourth-order parabolic
equation is [34], where the case of N = 1 and a nonlinear term f(y) is treated ( only depending on y) with
f globally Lipschitz.

Concerning the new tools used in this paper, we prove a new Carleman inequality for a ( very) weak fourth-
order parabolic equation which is defined by transposition. This is the first time such an inequality is proved
for a fourth-order parabolic equation with non-homogeneous boundary conditions and for source terms which
do not belong to Lp spaces. The source terms we consider belong to H−1(0, T ;L2(Ω)) ∩ L2(0, T ;H−4(Ω))
and certain general first, second and third order terms in the spatial variable. In the literature, the authors
had never considered L2(0, T ;H−1(Ω)) terms, not even in dimension N = 1.

The rest of this paper is organised as follows. In the next section, we prove a new Carleman estimate for
a fourth order parabolic equation with non-regular source terms. Furthermore, in Section 3, we prove the
existence of controls in L∞((0, T )× ω) such that an associated linear system is null controllable. In the last
section, we perform a Kakutani fixed point theorem and we prove Theorem 1.3.

2 New Carleman estimate for a linear fourth order parabolic equa-
tion with general zero, first and second order terms.

Let us introduce the following backwards in time system:
∂tq −∆2q = F0 +∇ · F1 +

N∑
i,j=1

∂ijF̂ij in Q ,

q = f0 ,
∂q

∂~n
= f̃ on Σ ,

q(T, ·) = q0(·) in Ω .

(24)

Let us assume the following conditions on the data:

q0 ∈ H−2(Ω), F0 ∈ L2(Q), F1 ∈ L2(Q)N ,

F̂ ∈ L2(Q)N
2

, f0 ∈ L2(Σ), f̃ ∈ L2(Σ).
(25)
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Remark 2.1. For the proof of the null controllability of the system (1), it suffices to take f0 = f̃ = 0 but we
do the general case of any f0, f̃ ∈ L2(Σ) so our Carleman inequality can be applied for other (more general)
boundary conditions.

Under the previous assumptions, it will be said that q ∈ L2(Q) is the unique solution by transposition of
system (24) if for every h ∈ L2(Q), we have∫∫

Q

h q dxdt = −
∫∫

Q

(
F0 z − F1 · ∇z +

∑
i,j=1

F̂ij ∂ijz

)
dxdt

+

∫∫
Σ

∂∆z

∂~n
f0 dσdt−

∫∫
Σ

∆ z f̃ dσdt+ < q0, z(T, ·) >H−1(Ω)×H1
0 (Ω) ,

(26)

where z verifies 
∂tz + ∆2z = h in Q ,

z =
∂z

∂~n
= 0 on Σ ,

z(0, ·) = 0 in Ω .

(27)

Observe that this definition makes sense since h ∈ L2(Q) implies z ∈ L2(0, T ;H4(Ω))∩H1(0, T ;L2(Ω)). Let
us explain in which sense the boundary conditions in (24) are satisfied :

Remark 2.2. From (26), by taking z ∈ D(Q) ⊂ {z ∈ L2(0, T ;H4(Ω)) ∩ H1(0, T ;L2(Ω)); z =
∂z

∂~n
=

0 on Σ , z(0, ·) = 0 in Ω}, we can deduce that

∂tq −∆2q = F0 +∇ · F1 +

N∑
i,j=1

∂ijF̂ij in D′(Q).

Then we deduce that ∆2q ∈ H−1(0, T ;H−2(Ω)). Combining this with the fact that q ∈ L2(Q), we deduce

that q|Σ ∈ H
−1(0, T ;H−1/2(∂Ω)) and

∂q

∂~n
|Σ ∈ H−1(0, T ;H−3/2(∂Ω)).

Let us introduce the following weight functions used in [17] :

α(x, t) =
e4λ||η||∞ − eλ(2||η||∞+η(x))

t1/2(T − t)1/2
, ξ(x, t) =

eλ(2||η||∞+η(x))

t1/2(T − t)1/2
,

where η satisfies:
η ∈ C4(Ω̄), η|∂Ω

= 0, |∇η| ≥ C0 > 0 in Ω \ ω′′,

with ω′′ ⊂⊂ ω an open set and C0 = C0(Ω, ω). For the existence of η, see [16]. Let us notice some essential
properties on the weight functions :

Remark 2.3. We have

∇ξ = λξ∇η in Q, ξ−1 ≤ T

2
in Q, ∇η =

∂η

∂~n
~n on Σ.

The main result in this section is a global Carleman inequality for the solution by transposition of (24) :
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Proposition 2.4. Let us assume (25) and let ω′ be an open set satisfying ω′′ ⊂⊂ ω′ ⊂⊂ ω. Then, there
exists a positive constant C0 = C0(Ω, ω′) such that

s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt ≤ C0

(
s7λ8

∫∫
(0,T )×ω′

e−2sαξ7|q|2dxdt+

∫∫
Q

e−2sα|F0|2dxdt

+s2λ2

∫∫
Q

e−2sαξ2|F1|2dxdt+ s4λ4

∫∫
Q

e−2sαξ4
N∑

i,j=1

|F̂ij |2dxdt

+s5λ5

∫∫
Σ

e−2sαξ3|f̃ |2dσdt+ s7λ7

∫∫
Σ

e−2αξ7|f0|2dσdt
)

,

(28)

for any λ ≥ C0 and any s ≥ C0(T 1/2 + T ).

Remark 2.5. Let us denote

Y = C∞(Q)
||.||Y

with ||G||Y =

(
||G||2L2(Q) + ||G(T, ·)||2H−2(Ω)

)1/2

and

X̃ = C∞(Q)
||.||X̃

with ||F ||X̃ =

(∫∫
Q

|F |2dxdt+

∫∫
Σ

|F |2dσdt
)1/2

.

Assume that we add in the right-hand side of (24)1 the following three terms :

N∑
i,j,k=1

∂ijkF̃ijk,
∑
i,j=1

∂ij∆F
∗
ij, ∂tG

where F̃ ∈ X̃N3

, F ∗ ∈ X̃N2

, G ∈ Y and that we change the boundary conditions in (24) to
q = f0 on Σ ,

∂q

∂~n
+

N∑
i,j=1

∂iF
∗
ij nj = f̃ on Σ .

Assume also that we add the following terms∫∫
Q

N∑
i,j=1

∂ij∆ z F̃ijkdxdt , −
∫∫

Q

N∑
i,j,k=1

∂ijkz F̃ijkdxdt , −
∫∫

Q

∂tz Gdxdt,

∫∫
Σ

N∑
i,j,k=1

∂ikz F̃ijk nk dσ dt, −
∫∫

Σ

N∑
i,j=1

∂j∆ z F ∗ij nk dσ dt, 〈G(T, ·), z(T, ·)〉

in the right-hand side of (26). Then Lemma 2.4 remains true if we add the terms

s6λ6

∫∫
Q

e−2sαξ6
N∑

i,j,k=1

|F̃ijk|2dxdt , s8λ8

∫∫
Q

e−2sαξ8

 N∑
i,j=1

|F ∗ij |2 + |G|2
 dxdt

and

s5λ5

∫∫
Σ

e−2sαξ5
N∑

i,j,k=1

|F̃ijk nj |2dσdt , s7λ7

∫∫
Σ

e−2sαξ7
N∑

i,j=1

|F ∗ij ni|2dσdt

to the right-hand side of (28).
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To give a sense to q|Σ and
∂q

∂~n
|Σ +

N∑
i,j=1

(∂iF
∗
ij)|Σ nj , we give the following remark :

Remark 2.6. Let q̃ ∈ L2(Q) satisfy

∂tq̃ −∆2 q̃ =

N∑
i,j=1

∂ij∆F ∗ij in D′(Q).

Then we deduce that

N∑
i,j=1

∂ij ∆

(
q̃ δij + F ∗ij

)
∈ H−1(0, T ;L2(Ω)). This, combined with the fact that q̃ +

F ∗ij ∈ L2(Q), ∀(i, j) ∈ {1, ..., N}2, implies that q̃|Σ ∈ H−1(0, T ;H−1/2(∂Ω)) and
∂q̃

∂~n
+

N∑
i,j=1

∂iF
∗
ij nj ∈

H−1(0, T ;H−3/2(∂Ω)).

Let us recall the Carleman estimate proved in [17] (see Theorem 1.2 and Open Problem 3.2 in that
reference).

Lemma 2.7. There exists a positive constant C0 = C0(Ω, ω′) such that

∫∫
Q

e−2sα

(
s6λ8ξ6|ϕ|2 + s4λ6ξ4|∇ϕ|2 + s3λ4ξ3|∆ϕ|2

+s2λ4ξ2|∇2ϕ|2 + sλ2ξ|∇∆ϕ|2 + s−1ξ−1(|∂tϕ|2 + |∆2ϕ|2)

)
dxdt

≤ C0

(
s7λ8

∫∫
ω′×(0,T )

e−2sαξ7|ϕ|2dxdt+

∫∫
Q

e−2sα|f |2dxdt
)

,

for any λ ≥ C0, any s ≥ C0(T 1/2 + T ) and where ϕ satisfies
−∂tϕ+ ∆2ϕ = f in Q ,

ϕ =
∂ϕ

∂~n
= 0 on Σ ,

ϕ(T, ·) = ϕ0(·) in Ω .

Let us now start the proof of Proposition 2.4.

Proof. This proof is inspired by [24]. Let s and λ be as in Lemma 2.7 and let us introduce the following
maps

κ(p, p′) =

∫∫
Q

e−2sαL∗pL∗p′dxdt+ s7λ8

∫∫
(0,T )×ω′

e−2sαξ7 p p′dxdt , ∀p, p′ ∈ P0 (29)

and

l(p′) = s6λ8

∫∫
Q

e−2sαξ6 p′ qdxdt , ∀p′ ∈ P0, (30)

where P0 = {z ∈ C4(Q); z =
∂z

∂~n
= 0 on Σ}, Lp = ∂tp+∆2p and L∗p = −∂tp+∆2p. Then κ(·, ·) is a definite

positive and symmetric bilinear form in P0.
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Let P be the completion of P0 for the norm ||.||P = (κ(·, ·))1/2. Thanks to Lemma 2.7, P is a Hilbert space
for the scalar product κ(·, ·). It is clear that by using Lemma 2.7, we have that l is a continuous linear form
on P :

|l(p′)| ≤ C0

(
s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt
)1/2

||p′||P , ∀p′ ∈ P .

Consequently, from the Lax-Milgram lemma, the following variational equation possesses exactly one solution
p̂ ∈ P :

κ(p̂, p′) = l(p′), ∀p′ ∈ P .

Let us denote ẑ = e−2sαL∗p̂ and û = s7λ8e−2sαξ3 p̂χω′ . Then it is not difficult to see that (ẑ, û) satisfies
∂tẑ + ∆2ẑ = s6λ8e−2sαξ6 q − ûχω′ in Q ,

ẑ =
∂ẑ

∂~n
= 0 on Σ ,

ẑ(0, ·) = ẑ(T, ·) = 0 in Ω .

(31)

Let us prove the following lemma :

Lemma 2.8. There exists a positive constant C0 = C0(Ω, ω′) such that

s−7λ−8

∫∫
(0,T )×ω′

e2sαξ−7|û|2dxdt+

∫∫
Q

e2sα|ẑ|2dxdt+ s−2λ−2

∫∫
Q

e2sαξ−2|∇ẑ|2dxdt

+s−4λ−4

∫∫
Q

e2sαξ−4
N∑

i,j=1

|∂ij ẑ|2dxdt+ s−5λ−5

∫∫
Σ

e2sαξ−5
N∑

i,j=1

|∂ij ẑ|2 dσdt

+s−7λ−7

∫∫
Σ

e2sαξ−7
N∑

i,j,k=1

|∂ijk ẑ|2 dσdt+ s−6λ−6

∫∫
Q

e2sαξ−6
N∑

i,j,k=1

|∂ijkẑ|2dxdt

+s−8λ−8

∫∫
Q

e2sαξ−8

 N∑
i,j,k,l=1

|∂ijklẑ|2 + |∂t ẑ|2
 dxdt

≤ C0 s
6λ8

∫∫
Q

e−2sαξ6|q|2dxdt.

(32)

for λ ≥ C0 and s ≥ C0(T + T 1/2).

Remark 2.9. For the proof of Proposition 2.4, there is no need to introduce the last three terms in the
left-hand side of (32), but we will add them to justify Remark 2.5.

Proof of Lemma 2.8. We divide it in several steps.

• Step 1. Estimate of the first four terms in the left-hand side of (32) .

By using the definition of κ and l for p′ = p̂ and combining this with the Carleman inequality presented in
Lemma 2.7, we can estimate the first two terms in the left-hand side of (32). In other words, we have

s−7λ−8

∫∫
(0,T )×ω′

e2sαξ−7|û|2dxdt+

∫∫
Q

e2sα|ẑ|2dxdt ≤ C0 s
6λ8

∫∫
Q

e−2sαξ6|q|2dxdt. (33)
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To estimate the fourth term in the left-hand side of (32), we multiply (31)1 by s−4λ−4e2sαξ−4ẑ. Then by
integrating by parts, we get

s−4λ−4

∫∫
Q

e2sαξ−4|∆ẑ|2dxdt ≤ C0

(
s−2λ−2

∫∫
Q

e2sαξ−2|∇ẑ|2dxdt+

∫∫
Q

e2sα|ẑ|2dxdt

+s−7λ−8

∫∫
(0,T )×ω′

e2sαξ−7|û|2dxdt+ s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt
)

+
1

2
s−4λ−4

∫∫
Q

e2sαξ−4|∆ẑ|2dxdt,

(34)
for λ ≥ C0 and s ≥ C0(T + T 1/2). For the first term in the right-hand side of (34) by integrating by parts,
we obtain

s−2λ−2

∫∫
Q

e2sαξ−2|∇ẑ|2dxdt ≤ ε s−4λ−4

∫∫
Q

e2sαξ−4|∆ẑ|2dxdt+ C0

∫∫
Q

e2sα|ẑ|2dxdt, (35)

for all ε > 0. Combining (34) and (35) with (33) and taking ε small enough, we get

s−4λ−4

∫∫
Q

e2sαξ−4|∆ẑ|2dxdt+ s−2λ−2

∫∫
Q

e2sαξ−2|∇ẑ|2dxdt ≤ C0 s
6λ8

∫∫
Q

e−2sαξ6|q|2dxdt, (36)

for λ ≥ C0 and s ≥ C0 (T + T 1/2). Next, we set w̃ = s−2λ−2esαξ−2ẑ. We observe that ‖∆w̃‖2L2(Q) is

bounded by the term in the right-hand side of (32) , which means that ||w̃||2L2(0,T ;H2(Ω)) also is, since ẑ = 0
on Σ. This allows to deduce that

s−7λ−8

∫∫
(0,T )×ω′

e2sαξ−7|û|2dxdt+
∑
|τ |≤2

∥∥∥∥s−|τ |λ−|τ |esαξ−|τ |Dτ ẑ

∥∥∥∥2

L2(Q)

≤ C0 s
6λ8

∫∫
Q

e−2sαξ6|q|2dxdt,

(37)

for λ ≥ C0 and s ≥ C0(T + T 1/2). Before we estimate the following terms in (32), let us present a Lemma
which will be useful for the sequel :

Lemma 2.10. There exists a constant C0(Ω) > 0 such that∥∥∥∥esαξ−γ/2g∥∥∥∥2

L2(∂Ω)

≤ C0

(
(1 +

1

µ
)sλ

∫
Ω

e2sαξ−γ+1|g|2 dx

+µs−1λ−1

∫
Ω

e2sαξ−γ−1|∇ g|2 dx
)

, ∀g ∈ H1(Ω)

(38)

for s ≥ C0T and where γ ∈ N and µ > 0.

Proof. Let us introduce θ ∈ C2(Ω) such that
θ = 0 on ∂Ω,

∂θ

∂~n
= 1 on ∂Ω.

Let us notice that by integrating by parts, we have

I := 2

∫
Ω

e2sαξ−γ
N∑
i=1

∂ig g ∂iθdx

= −
∫

Ω

∇ · (e2sαξ−γ∇θ)|g|2dx+

∫
∂Ω

e2sαξ−γ |g|2 ∂θ
∂~n

dσ.
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We deduce that ∫
∂Ω

e2sαξ−γ |g|2 dσ = I +

∫
Ω

∇ · (e2sαξ−γ∇θ)|g|2dx. (39)

On the other hand, we have

I ≤ C0

(
1

µ
sλ

∫
Ω

e2sαξ−γ+1|g|2 dx+ µs−1λ−1

∫
Ω

e2sαξ−γ−1|∇ g|2 dx
)

.

Combining the last estimate with (39), we deduce (38).

• Step 2. Estimate of the last four terms in the left-hand side of (32) .

Let us now prove the following estimate

s−8λ−8

∫∫
Q

e2sαξ−8
N∑

i,j,k,l=1

|∂ijkl ẑ|2dxdt+ s−6λ−6

∫∫
Q

e2sαξ−6
N∑

i,j,k=1

|∂ijk ẑ|2dxdt

+s−7λ−7

∫∫
Σ

e2sαξ−7|∇∆ẑ|2dσdt ≤ C0 s
6λ8

∫∫
Q

e−2sαξ6|q|2dxdt,

(40)

for λ ≥ C0 and s ≥ C0(T + T 1/2). Observe that, from (31), ẑ satisfies also
∂t∇ẑ +∇(∆2ẑ − s6λ8e−2sαξ6 q) = −∇(ûχω′) in Q ,

ẑ =
∂ẑ

∂~n
= ∆2ẑ − s6λ8e−2sαξ6 q = 0 in Σ ,

∇ẑ(0, ·) = ∇ẑ(T, ·) = 0 in Ω .

(41)

We multiply (41)1 by s−8λ−8e2sαξ−8∇∆ẑ, we integrate by parts and we obtain

s−8λ−8

∫∫
Q

e2sαξ−8|∆2ẑ|2dxdt ≤ C0

(
s−4λ−4

∫∫
Q

e2sαξ−4|∆ẑ|2dxdt

+s−6λ−6

∫∫
Q

e2sαξ−6|∇∆ẑ|2dxdt

+s−7λ−8

∫∫
(0,T )×ω′

e2sαξ−7|û|2dxdt

+s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt

+s−7λ−7

∣∣∣∣ ∫∫
Q

e2sαξ−7∂t∇ẑ · ∇η∆ ẑdxdt

∣∣∣∣
+s−8λ−7

∣∣∣∣ ∫∫
Q

e2sαξ−8∂t∇ẑ · ∇η∆ ẑdxdt

∣∣∣∣ ),

(42)

for λ ≥ C0 and s ≥ C0(T + T 1/2). In order to estimate the last two terms in the right-hand side of (42), we
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multiply (41)1 by s−kλ−7e2sαξ−k∇η∆ẑ (k = 7, 8) and we integrate by parts, we obtain

s−kλ−7

∣∣∣∣ ∫∫
Q

e2sαξ−k∂t∇ẑ · ∇η∆ ẑdxdt

∣∣∣∣ ≤ C0

(
εs−8λ−8

∫∫
Q

e2sαξ−8|∆2ẑ|2dxdt

+
1

ε
s−6λ−6

∫∫
Q

e2sαξ−6|∇∆ẑ|2dxdt

+
1

ε
s−4λ−4

∫∫
Q

e2sαξ−4|∆ ẑ|2dxdt
)

,

+s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt

+s−7λ−8

∫∫
Q

e2sαξ−7|û|2dxdt

(43)

for s ≥ C0 (T + T 1/2) and ε > 0. Combining (42) and (37) with (43), we deduce

s−8λ−8

∫∫
Q

e2sαξ−8|∆2ẑ|2dxdt ≤ C0

(
s−6λ−6

∫∫
Q

e2sαξ−6|∇∆ẑ|2dxdt

+s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt
) (44)

for λ ≥ C0 and s ≥ C0(T + T 1/2). For the first term in the right-hand side of (44), by integrating by parts
and using (37), we obtain

s−6λ−6

∫∫
Q

e2sαξ−6|∇∆ẑ|2dxdt ≤ C0

(
ε s−8λ−8

∫∫
Q

e2sαξ−8|∆2ẑ|2dxdt

+
1

ε
s−4λ−4

∫∫
Q

e2sαξ−4|∆ẑ|2dxdt

+ε s−7λ−7

∫∫
Σ

e2sαξ−7

∣∣∣∣∂∆ẑ

∂~n

∣∣∣∣2 dσdt
+

1

ε
s−5λ−5

∫∫
Σ

e2sαξ−5|∆ẑ|2dσdt
)

,

(45)

for s ≥ C0 T and ε > 0. For the last two terms in the right-hand side of (45), by applying Lemma 2.10, we
deduce that

s−7λ−7

∫∫
Σ

e2sαξ−7|∇∆ẑ|2dxdt ≤ C0

(
s−8λ−8

∫∫
Q

e2sαξ−8|∇2∆ẑ|2dxdt

+s−6λ−6

∫∫
Q

e2sαξ−6|∇∆ẑ|2dxdt
) (46)

and

s−5λ−5

∫∫
Σ

e2sαξ−5|∆ẑ|2dxdt ≤ C0

(
ε2s−6λ−6

∫∫
Q

e2sαξ−6|∇∆ẑ|2dxdt

+
1

ε2
s−4λ−4

∫∫
Q

e2sαξ−4|∆ẑ|2dxdt
)

,
(47)
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for s ≥ C0 T and ε > 0. Combining the last two estimates with (45) and (37), we deduce

s−6λ−6

∫∫
Q

e2sαξ−6|∇∆ẑ|2dxdt ≤ C0

(
ε s−8λ−8

∫∫
Q

e2sαξ−8|∇2∆ẑ|2dxdt

+
1

ε
s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt
)

,

(48)

for λ ≥ C0, s ≥ C0(T + T 1/2) and for ε > 0. Arguing similarly as in (45)-(48), we obtain also an estimate
for all the derivatives of order 3 :

s−6λ−6

∫∫
Q

e2sαξ−6
N∑

i,j,k=1

|∂ijk ẑ|2dxdt ≤ C0

(
ε s−8λ−8

∫∫
Q

e2sαξ−8
N∑

i,j,k,l=1

|∂ijkl ẑ|2dxdt

+
1

ε
s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt
)

,

(49)

for λ ≥ C0, s ≥ C0(T + T 1/2) and ε > 0. Then, we deduce

s−6λ−6

∫∫
Q

e2sαξ−6
N∑

i,j,k=1

|∂ijk ẑ|2dxdt+ s−8λ−8

∫∫
Q

e2sαξ−8|∆2 ẑ|2dxdt

≤ C0

(
ε s−8λ−8

∫∫
Q

e2sαξ−8
N∑

i,j,k,l=1

|∂ijkl ẑ|2dxdt+ s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt
)

,

(50)

for λ ≥ C0, s ≥ C0(T + T 1/2) and ε > 0. To finish the proof of (40), we introduce the following system :h := ∆2ŵ in Q ,

ŵ =
∂ŵ

∂~n
= 0 , on Σ ,

(51)

where ŵ = s−4λ−4esαξ−4ẑ. From (37) and (50), we deduce

‖h‖2L2(Q) ≤ C0

(
ε s−8λ−8

∫∫
Q

e2sαξ−8
N∑

i,j,k,l=1

|∂ijkl ẑ|2dxdt+ s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt
)

, (52)

for λ ≥ C0, s ≥ C0(T + T 1/2) and ε > 0. Using the ellipticity of system (51) and combining this with (50)
and (52) for ε small enough, we deduce (40).

• Step 3. Conclusion.

Putting together (37) and (40), we find

s−7λ−8

∫∫
(0,T )×ω′

e2sαξ−7|û|2dxdt+
∑
|τ |≤4

∥∥∥∥s−|τ |λ−|τ |esαξ−|τ |Dτ ẑ

∥∥∥∥2

L2(Q)

≤ C0 s
6λ8

∫∫
Q

e−2sαξ6|q|2dxdt,

(53)
for λ ≥ C0 and s ≥ C0(T + T 1/2). On the other hand, by applying Lemma 2.10 and using (53), we deduce∑

2≤|τ |≤3

∥∥∥∥s−|τ |− 1
2λ−|τ |−

1
2 esαξ−|τ |−

1
2Dτ ẑ

∥∥∥∥2

L2(Σ)

≤ C0 s
6λ8

∫∫
Q

e−2sαξ6|q|2dxdt, (54)

for λ ≥ C0 and s ≥ C0(T + T 1/2). The proof of Lemma 2.8 is finished. �

Finally, the desired inequality (28) is readily deduced from (26) for h = s6λ8e−2sαξ6 q−ûχω′ and (32).
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3 A null controllability result for the linear system

In this section, we prove the existence of a control in L∞((0, T )× ω) for a linear system with zero, first
and second order terms. More precisely, we consider :

∂ty + ∆2y + a y +B · ∇y +D : ∇2y +M ∴ ∇3y = χωv in Q ,

y =
∂ y

∂~n
= 0 on Σ ,

y(0, ·) = y0(·) in Ω ,

(55)

where

a ∈ L∞(Q), B ∈ L∞(Q)N , D ∈ L∞(Q)N
2

, M ∈ C0(Q)N
3

(56)

and we suppose that y0 ∈ W 4−4/p,p(Ω) ∩H2
0 (Ω) for p large enough (see Remark 1.2). In order to simplify

the notation, let us denote for the rest of the paper

C1 = C1(T, ‖a‖∞, ‖B‖∞, ‖D‖∞, ‖M‖∞) := (1 + ‖a‖1/3∞ + ‖B‖1/2∞

+‖D‖∞)e‖M‖
1/2
∞ + T (1 + ‖a‖∞ + ‖B‖4/3∞ + ‖D‖2∞ + ‖M‖8/5∞ )

(57)

and

C2 = C2(T, ‖a‖∞, ‖B‖∞, ‖D‖∞, ‖M‖∞) := C1(T, ‖a‖∞, ‖B‖∞, ‖D‖∞, ‖M‖∞) + e‖M‖
1/2
∞

1√
T

. (58)

Let us now present the following result :

Proposition 3.1. For every T > 0, system (55) is null controllable at time T , with controls in L∞((0, T )×
ω). Furthermore, the controls v can be found satisfying

‖v‖L∞((0,T )×ω) ≤ eC0(Ω,ω)C2‖y0‖W 4−4/p,p(Ω),

where C2 is given in (58).

Before giving the proof of this result, we present some technical results in the following subsection.

3.1 Technical results.

Let us consider the following system :
∂tz + ∆2z + a z +B · ∇z +D : ∇2z +M ∴ ∇3z = F in Q ,

z =
∂z

∂~n
= 0 on Σ ,

z(0, ·) = z0(·) in Ω ,

(59)

where z0 and F are given. Let us present a first result on system (59) :

Lemma 3.2. Assume that z0 ∈ H2
0 (Ω) and F ∈ L2(Q). Then the solution z of (59) satisfies

z ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;H4(Ω)) ∩ C0([0, T ];H2(Ω)).

Moreover, there exists C0(Ω) such that

‖z‖H1(0,T ;L2(Ω)) + ‖z‖L2(0,T ;H4(Ω)) + ‖z‖C0([0,T ];H2(Ω)) ≤ eC0(Ω)C1

(
‖F‖L2(Q) + ‖z0‖H2

0 (Ω)

)
, (60)

where C1 is given in (57).
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Proof. At first, let us prove the following estimate :

‖z‖L2(0,T ;H4(Ω) ≤ C0(‖F‖L2(Q) + ‖z0‖H2(Ω)). (61)

By multiplying (59)1 by ∆2 z, we integrate by parts and we obtain

1

2

d

dt

∫
Ω

|∆ z(t)|2 dx− C0,ε(‖a‖2∞ + ‖B‖2∞ + ‖D‖2∞ + ‖M‖4∞)‖∆z(t)‖2L2(Ω) +

∫
Ω

|∆2 z(t)|2 dx

≤ ε ‖z‖2H4(Ω) + C0,ε‖F (t)‖2L2(Ω),
(62)

for ε > 0. In fact, we have used Young’s inequality in order to deduce∣∣∣∣ ∫
Ω

M ∴ ∇3z∆2zdx

∣∣∣∣ ≤ ‖M‖∞‖z‖H3(Ω)‖z‖H4(Ω) ≤ ‖M‖∞‖z‖
1/2
H2(Ω)‖z‖

3/2
H4(Ω) ≤ C0,ε‖M‖4∞‖z(t)‖2H2(Ω)+ε‖z‖

2
H4(Ω).

Then, we deduce

d

dt

(
exp[−tC0(‖a‖2∞ + ‖B‖2∞ + ‖D‖2∞ + ‖M‖4∞)]

∫
Ω

|∆z(t)|2 dx
)

+

∫
Ω

|∆2 z(t)|2 dx

≤ ε ‖z(t)‖2H4(Ω) + C0,ε‖F (t)‖2L2(Ω),

for ε > 0. Using the fact that there exists λ > 0 such that for any u ∈ H4(Ω) ∩H2
0 (Ω), we have∫

Ω

|∆2 u|2 dx ≥ λ ‖u‖2H4(Ω) (63)

and integrating in (0, T ), we deduce (61). Let us now prove the following estimate :

supt∈[0,T ]‖z(t)‖L2(Ω) ≤ exp[C0(1 + T (‖a‖∞ + ‖B‖4/3∞ + ‖D‖2∞ + ‖M‖8/5∞ ))]

(
‖F‖L2(Q) + ‖z0‖H2(Ω)

)
.

(64)
By multiplying (59)1 by z, integrating by parts, we obtain

1

2

d

dt

∫
Ω

|z(t)|2 dx+

∫
Ω

|∆ z(t)|2 dx− ε‖z‖2H2(Ω) ≤ C0,ε

(
‖F (t)‖2L2(Ω)

+(‖a‖∞ + ‖B‖4/3∞ + ‖D‖2∞ + ‖M‖8/5∞ )

∫
Ω

|z(t)|2 dx+ ‖z(t)‖H4(Ω)

)
,

(65)

for ε > 0. In fact, we have used Young’s inequality in order to deduce∣∣∣∣ ∫
Ω

B · ∇z zdx
∣∣∣∣ ≤ ‖B‖∞‖z‖H1(Ω)‖z‖L2(Ω) ≤ ‖B‖∞‖z‖

3/2
L2(Ω)‖z‖

1/2
H2(Ω) ≤ C0,ε‖B‖4/3∞ ‖z‖2L2(Ω) + ε‖z‖2H2(Ω)

and∣∣∣∣ ∫
Ω

M ∴ ∇3z zdx

∣∣∣∣ ≤ ‖M‖∞‖z‖H3(Ω)‖z‖L2(Ω) ≤ ‖M‖∞‖z‖
5/4
L2(Ω)‖z‖

3/4
H4(Ω) ≤ C0

(
‖M‖8/5∞ ‖z(t)‖2L2(Ω)+‖z(t)‖

2
H4(Ω)

)
.

Let us notice that there exists λ > 0 such that for any u ∈ H2(Ω) ∩H1
0 (Ω), we have∫

Ω

|∆u|2 dx ≥ λ ‖u‖2H2(Ω). (66)

Combining this with (65), we deduce

d

dt

(
exp[−tC0(‖a‖∞ + ‖B‖4/3∞ + ‖D‖2∞ + ‖M‖8/5)]

∫
Ω

|z(t)|2 dx
)
≤ C0

( ∫
Ω

|F (t)|2 dx+ ‖z(t)‖2H4(Ω)

)
.
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Integrating in (0, t) and using (61), we have

‖z(t)‖L2(Ω) ≤ exp[C0(1 + T (‖a‖∞ + ‖B‖4/3∞ + ‖D‖2∞ + ‖M‖8/5))]

(
‖F‖L2(Q) + ‖z0‖H2(Ω)

)
. (67)

So, we deduce (64) by taking supt∈[0,T ]. In order to prove (60), we multiply (59)1 by ∆2 z, we integrate by
parts and we obtain

1

2

d

dt

∫
Ω

|∆ z(t)|2 dx+

∫
Ω

|∆2 z(t)|2 dx ≤ C0

(
‖F (t)‖2L2(Ω) + (‖a‖∞ + ‖B‖∞ + ‖D‖∞ + ‖M‖∞)‖z‖2H4(Ω)

)
,

(68)
Integrating in (0, t), using (61) and taking supt∈[0,T ] we deduce (60).

Lemma 3.3. Assume that 2 ≤ p < ∞ and ε > 0. There exists C0,ε(Ω) such that, for any F ∈ Lp(Q) and

any z0 ∈W 4−4/p,p(Ω) ∩H2
0 (Ω), the solution z of (59) satisfies

‖z‖Lp(0,T ;W 4−ε,p(Ω)) + ‖z‖W 1,p(0,T ;W−ε,p(Ω)) ≤ eC0,ε C1(‖z0‖W 4−4/p,p(Ω) + ‖F‖Lp(Q)), (69)

where the constant C1 is given by (57).

Proof. We divide it in several steps.

Step 1. Introduction of the problem.

Let us define the linear operator A := ∆2 :

Au := ∆2 u , D(A) = {u ∈W 4,p(Ω) ; u|∂Ω
=
∂ u

∂~n
|∂Ω = 0}.

From Lemma 2.1 in [29] we deduce that

(
∆2 u, u|∂Ω

,
∂ u

∂~n
|∂Ω

)
is normally elliptic. We obtain that A is

the infinitesimal generator of an analytic semigroup T (t) = e−t∆
2

and we have the following estimate (see
Lemma 2.1 in [29]):

‖∇j(T (t)u)‖Lp(Ω) ≤ C(Ω, p)t−j/4‖u‖Lp(Ω), (70)

∀u ∈ Lp(Ω), for any t ∈ (0, T ) and j ∈ {0, 1, 2, 3, 4}. By using an interpolation argument, we deduce

‖T (t)u‖W r,p(Ω) ≤ C(Ω, p)(1 + t−r/4)‖u‖Lp(Ω), (71)

for 0 ≤ r ≤ 4 and any t ∈ (0, T ). Let us now decompose the solution of (59) as follows :

z = z1 + z2

where z1 := T (t)z0 is the solution of 
∂tz1 + ∆2z1 = 0 in Q ,

z1 =
∂ z1

∂~n
= 0 on Σ ,

z1(0, ·) = z0(·) in Ω

and z2 :=

∫ t

0

T (t− s)(F (s)− az(s)−B · ∇ z(s)−D : ∇2 z(s)−M ∴ ∇3 z(s)) ds is the solution of
∂tz2 + ∆2z2 = F − az −B · ∇ z −D : ∇2 z −M ∴ ∇3 z in Q ,

z2 =
∂ z2

∂~n
= 0 on Σ ,

z2(0, ·) = 0 in Ω .
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Step 2. Estimate of z1.

Let us denote X := Lp(Ω) and X1 := W 4,p(Ω). We write (X,X1)θ the real interpolation space between X
and X1 of exponent 0 < θ < 1 (for instance see [30] Section 1.3). From [30] (Section 1.14.5, page 96), using
the fact that (T (t))t≥0 is an analytic semigroup, we deduce that the following norm

‖ · ‖θ := ‖ · ‖X +

(∫ T

0

‖t1−θAT (t) · ‖pX
dt

t

)1/p

is an equivalent norm on (X,X1)θ. By taking θ = 1− 1/p, we deduce that

‖z1‖Lp(0,T ;W 4,p(Ω)) + ‖z1‖W 1,p(0,T ;Lp(Ω)) ≤ C0‖z0‖W 4−4/p,p(Ω). (72)

Step 3. Estimate of z2.

Let us notice that from the definition of z2 we have

‖z2(t)‖W r,p(Ω) ≤
∫ t

0

‖T (t− s)(F (s)− az(s)−B · ∇ z(s)−D : ∇2 z(s)−M ∴ ∇3 z(s))‖W r,p(Ω) ds,

where 3 < r < 4. Combining the last estimate with (71), we have

‖z2(t)‖W r,p(Ω) ≤ C0

∫ t

0

(1 + (t− s)−r/4) ‖F (s)− az(s)−B · ∇ z(s)−D : ∇2 z(s)−M ∴ ∇3 z(s)‖Lp(Ω) ds.

Applying Young’s inequality, we deduce for r = 4− ε,

‖z2(t)‖Lp(0,T ;W 4−ε,p(Ω)) ≤ C0,ε (T + T ε/4)‖F − az −B · ∇ z −D : ∇2 z −M ∴ ∇3 z‖Lp(Q) ds.

At the end, we deduce

‖z2‖Lp(0,T ;W 4−ε,p(Ω)) ≤ C0,ε

[
(1 + T )

(
‖F‖Lp(Q) + (‖a‖∞ + ‖B‖∞

+‖D‖∞ + ‖M‖∞)‖z‖Lp(0,T ;W 3,p(Ω))

]
.

(73)

Step 4. Conclusion.

From (73) and (72), we deduce

‖z‖Lp(0,T ;W 4−ε,p(Ω)) ≤ C0,ε

[
(1 + T )

(
‖F‖Lp(Q) + (‖a‖∞ + ‖B‖∞

+‖D‖∞ + ‖M‖∞)‖z‖Lp(0,T ;W 3,p(Ω))

)
+ ‖z0‖W 4−4/p,p(Ω)

]
.

(74)

Using (59)1, we obtain

‖z‖Lp(0,T ;W 4−ε,p(Ω)) + ‖z‖W 1,p(0,T ;W−ε,p(Ω)) ≤ C0,ε

[
(1 + T )

(
‖F‖Lp(Q) + (‖a‖∞

+‖B‖∞ + ‖D‖∞ + ‖M‖∞)‖z‖Lp(0,T ;W 3,p(Ω))

)
+‖z0‖W 4−4/p,p(Ω)

]
.

(75)
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To finish the proof, let us also notice that

‖z‖Lp(0,T ;W 3,p(Ω)) ≤ C0,ε T
γ0‖z‖θL∞(0,T ;H2(Ω)) ‖z‖

1−θ
Lp(0,T ;W 4−ε,p(Ω)) (76)

for some 0 < θ < 1 and some γ0 > 0. Combining (76) with (75) and using Young’s inequality, we deduce

‖z‖Lp(0,T ;W 4−ε,p(Ω)) + ‖z‖W 1,p(0,T ;W−ε,p(Ω)) ≤ C0,ε

[
(1 + T )‖F‖Lp(Q) + T γ0/θ(1 + T )1/θ(‖a‖∞

+‖B‖∞ + ‖D‖∞ + ‖M‖∞)1/θ‖z‖L∞(0,T ;H2(Ω)) + ‖z0‖W 4−4/p,p(Ω)

]
.

Using Lemma 3.2 with the last estimate, we deduce (69).

Let us now introduce the adjoint system of (59) :
−∂tq + ∆2q + a q −∇ · (B q) +

N∑
i,j=1

∂2

∂xixj
(Dij q)−

N∑
i,j,k=1

∂3

∂xixjxk
(Mijk q) = 0 in Q ,

q =
∂ q

∂~n
= 0 on Σ ,

q(T, ·) = q0(·) in Ω ,

(77)

where q0 ∈ H−2(Ω). We can deduce from the Carleman estimates proved in Section 2 an observability
inequality for (77), as follows.

Lemma 3.4. There exists a postive constant C0 = C0(Ω, ω′) such that for any q0 ∈ H−2(Ω), we have

‖q(0, ·)‖2H−2(Ω) ≤ e
C0 C2

∫∫
(0,T )×ω′

|q|2 dxdt, (78)

where the constant C2 was defined in (58) and q is the solution to the corresponding system (77).

Proof. Let us start by proving the following estimate∫∫
(T4 ,

3T
4 )×Ω

e−2sαξ6|q|2dxdt ≤ C0 s

∫∫
(0,T )×ω′

e−2sαξ7|q|2dxdt. (79)

for s ≥ C0

(
T (1 + ‖a‖1/3∞ + ‖B‖1/2∞ + ‖D‖∞) + T 1/2

)
and λ ≥ C0‖M‖1/2∞ .

It is clear that∫∫
Q

e−2sα

(
|a q|2 + s2λ2ξ2|B q|2 + s4λ4ξ4|D q|2 + s6λ6ξ6|M q|2

)
dxdt ≤ s6λ8

∫∫
Q

e−2sαξ6|q|2dxdt

for s ≥ C0T (‖a‖1/3∞ + ‖B‖1/2∞ + ‖D‖∞) and λ ≥ C0‖M‖1/2∞ . By taking F0 = −a q, F1 = B q, F̂ = −q D,
F̃ = qM and f0 = f1 = 0 in (28) we can easily deduce (79).

Now from the definition of ξ and α we have
e−2sαξ7 ≤ C0

T 7
exp[−C0(1 +

1√
T

+ ‖a‖1/3∞ + ‖B‖1/2∞ + ‖D‖∞)], ∀(t, x) ∈ Q,

e−2sαξ6 ≥ C0

T 6
exp[−2C0(1 +

1√
T

+ ‖a‖1/3∞ + ‖B‖1/2∞ + ‖D‖∞)e4C0‖η‖∞‖M‖1/2
∞ ], ∀(t, x) ∈ (

T

4
,

3T

4
)× Ω.
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By replacing η by η/4C0‖η‖∞, we can deduce that∫∫
(T4 ,

3T
4 )×Ω

|q|2 dxdt ≤ exp[C0(1 +
1√
T

+ ‖a‖1/3∞ + ‖B‖1/2∞ + ‖D‖∞)e‖M‖
1/2
∞ ]

∫∫
(0,T )×ω′

|q|2dxdt. (80)

To finish, it suffices to combine the last estimate with the following inequality :

‖q(0, ·)‖2H−2(Ω) ≤ ‖θq‖2C0(0,T ;H−2(Ω))

≤ C1‖θ′q‖2L2(Q)

≤ C1

∫∫
(T4 ,

3T
4 )×Ω

|q|2 dxdt,

(81)

where C1 was defined in (57) and θ ∈ C1([0, T ]) such that{
1 if t ∈ [0, T/2] ,

0 if t ∈ [3T/4, T ] .

3.2 Proof of Proposition 3.1

We divide it in several steps. Let us consider a family of open sets (ωi)
n
i=0 for n ∈ N∗ large enough such

that ω′ ⊂⊂ ω0 ⊂⊂ ω1... ⊂⊂ ωn−1 ⊂⊂ ωn = ω, where ω′ was defined in Proposition 2.4.

Step 1. First computations in ω0.

From Lemma 3.4, we can deduce in a classical way the existence of a control ṽ ∈ L2((0, T ) × ω′) such that
the associated solution to (55) verifies ỹ(T, ·) = 0 and the following estimate holds :

‖ṽ‖L2((0,T )×ω′) ≤ exp{C0 C2}‖y0‖L2(Ω),

where C2 is given in (58).

We introduce now a cut-off function δ = δ(t) satisfying

δ ∈ C∞([0, T ]), δ(t) = 1 in (0, T/4), δ(t) = 0 in (3T/4, T )

and

0 ≤ δ(t) ≤ 1 , |δ′(t)| ≤ C

t
in (0, T )

and we denote by ϑ the solution to the system
∂tϑ+ ∆2ϑ+ aϑ+B · ∇ϑ+D : ∇2ϑ+M ∴ ∇3ϑ = 0 in Q ,

ϑ =
∂ ϑ

∂~n
= 0 on Σ ,

ϑ(0, ·) = y0(·) in Ω .

(82)

Then, the function w̃ = ỹ − δϑ satisfies
∂tw̃ + ∆2w̃ + a w̃ +B · ∇w̃ +D : ∇2w̃ +M ∴ ∇3w̃ = χω′ ṽ − δ′ ϑ in Q ,

w̃ =
∂ w̃

∂~n
= 0 on Σ ,

w̃(0, ·) = 0 in Ω .

(83)

23



Let us now consider a cut-off function β, with

β ∈ C4
0 (ω0) , β ≡ 1 in ω′

and let us set w = (1− β)w̃. Then we have :
∂tw + ∆2w + a y +B · ∇w +D : ∇2w +M ∴ ∇3 w = χω0

v0 − δ′ ϑ in Q ,

w =
∂ w

∂~n
= 0 on Σ ,

w(0, ·) = 0 in Ω ,

(84)

with

v0 = βδ′ϑ−∆2β w̃−4∇∆β ·∇w̃−2∆β∆w̃−4∇2β : ∇2w̃−4∇∆w̃ ·∇β−B ·∇β w̃−D : ∇2β w̃−2D ·∇β∇w̃

−
N∑

ijk=1

Mijk

(
∂ijkβw̃ + ∂jkβ∂iw̃ + ∂ikβ∂jw̃ + ∂ijβ∂kw̃ + ∂kβ∂ijw̃ + ∂iβ∂jkw̃ + ∂jβ∂ikw̃

)
.

Let us remark that supp v0 ⊂ [0, T ] × ω0 and y := w + δϑ where y fulfills (55) with (ω, v) replaced by
(ω0, v0). On the other hand, from Lemma 3.2, we have that ỹ belongs to L2(0, T ;H4(Ω))∩H1(0, T ;L2(Ω)).

Let us introduce p0 =
2(N + 4)

N + 2
> 2. Then L2(0, T ;H1(Ω)) ∩ H1(0, T ;H−3(Ω)) ↪→ Lp0(Q) which implies

that v0 ∈ Lp0((0, T )× ω0) with the following estimate :

‖v0‖Lp0 ((0,T )×ω0) ≤ eC0 C2‖y0‖L2(Ω),

(recall that C2 was defined in (58)). Using Lemma 3.3 for ε = 1/2, we obtain that the solution of (55)
associated to v0 satisfies

‖y‖Lp0 (0,T ;W 7/2,p0 (Ω)) + ‖y‖W 1,p0 (0,T ;W−1/2,p0 (Ω)) ≤ eC0 C2‖y0‖W 4−4/p0,p0 (Ω). (85)

Step 2. Computations in ωi for i = 1...n− 1.

Let us introduce the following sequence :
p0 =

2(N + 4)

N + 2
> 2,

1

pi+1
=

1

pi
− 1

2(N + 4)
for i = 0...n− 2

pn−1 = 2(N + 4) + 1.

Using the same argument as in Step 1, we obtain from (85) that there exists v1 ∈ Lp1((0, T )× ω1) such that
the associated solution to (55) with (ω, v) replaced by (ω1, v1) satisfies

‖y‖Lp1 (0,T ;W 7/2,p1 (Ω)) + ‖y‖W 1,p1 (0,T ;W−1/2,p1 (Ω)) ≤ eC0 C2‖y0‖W 4−4/p1,p1 (Ω), (86)

where C2 is given in (58). In order to prove this, we have used the fact that Lp0(0, T ;W 1/2,p0(Ω)) ∩
W 1,p0(0, T ;W−7/2,p0(Ω)) is continuously embedded into Lp1(Q) and we applied Lemma 3.3 for ε = 1/2.

After n−2 steps, we can construct a control vn−2 ∈ Lpn−2((0, T )×ωn−2) such that the associated solution
to (55) with (ω, v) replaced by (ωn−2, vn−2) satisfies y(T, ·) = 0 in Ω and

‖y‖
Lpn−2 (0,T ;W 7/2,pn−2 (Ω))

+ ‖y‖
W 1,pn−2 (0,T ;W−1/2,pn−2 (Ω))

≤ eC0 C2‖y0‖W 4−4/pn−2,pn−2 (Ω)
. (87)

Step 3. Computations in ωn−1 and ωn.
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By using again a bootstrap processus, we deduce the existence of a control vn−1 ∈ Lpn−1((0, T )×ωn−1) with
pn−1 > 2(N + 4) and we deduce the following estimate :

‖vn−1‖Lpn−1 ((0,T )×ωn−1) ≤ eC0 C2‖y0‖W 4−4/pn−2,pn−2 (Ω)
.

On the other hand, using again Lemma 3.3 we deduce that the solution y associated to vn−1 belongs to
Lpn−1(0, T ;W 7/2,pn−1(Ω)) ∩W 1,pn−1(0, T ;W−1/2,pn−1(Ω)). By using the Sobolev injections we deduce

‖y‖L∞(0,T ;W 3,∞(Ω)) ≤ C0(‖y‖
Lpn−2 (0,T ;W 7/2,pn−2 (Ω))

+ ‖y‖
W 1,pn−2 (0,T ;W−1/2,pn−2 (Ω))

)

≤ eC0 C2‖y0‖W 4−4/pn−1,pn−1 (Ω)(Ω)
.

(88)

By using for the last time a bootstrap processus, we deduce the existence of a control v := vn ∈ L∞((0, T )×ω)
with ω := ωn and the following estimate :

‖v‖L∞((0,T )×ω) ≤ eC0 C2‖y0‖W 4−4/pn−1,pn−1 (Ω)
.

�

4 A null controllability result for the semi-linear system

Now we are ready to proof Theorem 1.3 by applying the same idea used in [11]. At the beginning, we
suppose that f2 ≡ 0, then we will add a remark to extend our proof to the case when f 6= 0. As we explained
above, we will assume that y0 ∈ W 4−4/p,p(Ω) ∩H2

0 (Ω) for p large enough (see Remark 1.2). We will divide
this section in two steps. First, we will assume that g, G and E are continuous and then we will finish the
proof by a density argument.

4.1 Continuous case.

In this step, a fixed point argument will be used. We assume that

g1 ∈ C0(R× RN × RN
2

), G1 ∈ C0(R× RN × RN
2

)N , E1 ∈ C0(R× RN × RN
2

)N
2

and that (7) is satisfied. From (7), we deduce that for every ε > 0, there exists Cε such that

|g1(s, p, q)|1/3 + |G1(s, p, q)|1/2 + |E1(s, p, q)|

≤ Cε + ε log(1 + |s|+ |p|+ |q|) ∀(s, p, q) ∈ R× RN × RN
2

.
(89)

Let us set Z = L∞(0, T ;W 2,∞(Ω)). For each z ∈ Z, we consider the null controllability problem :
∂ty + ∆2y + g1(z,∇z,∇2z) y +G1(z,∇z,∇2z) · ∇y + E1(z,∇z,∇2z) : ∇2y = χωv in Q ,

y =
∂ y

∂~n
= 0 on Σ ,

y(0, ·) = y0(·) in Ω .

(90)

Let us set for each z ∈ Z 
az := g1(z,∇z,∇2z) ∈ L∞(Q),

Bz := G1(z,∇z,∇2z) ∈ L∞(Q)N ,

Dz := E1(z,∇z,∇2z) ∈ L∞(Q)N
2

.

Then, by applying Proposition 3.1 to (90) in the time interval (0, Tz) where

Tz = min {T, ‖az‖−2/3
∞ , ‖Bz‖−5/6

∞ , ‖Dz‖−1
∞ },
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we deduce the existence of v̌z such that
y̌z(Tz, ·) = 0

and
‖v̌z‖L∞((0,T )×ω) ≤ eC0 C2(Tz,‖az‖∞,‖Bz‖∞,‖Dz‖∞)‖y0‖W 4−4/p,p(Ω).

where C2 is given in (58) for M ≡ 0. From Lemma 3.3, we deduce

‖y̌z‖M ≤ eC0 C2(Tz,‖az‖∞,‖Bz‖∞,‖Dz‖∞)‖y0‖W 4−4/p,p(Ω),

where M = Lp(0, T ;W 7/2,p(Ω)) ∩W 1,p(0, T ;W−1/2,p(Ω)) and C2 is given in (58) for M ≡ 0. Let us denote
ṽz (resp. ỹz) the extension of v̌z (resp. y̌z) to the whole cylinder (0, T )× Ω. It is not difficult to check that
ỹz is the corresponding solution of (90) associated to ṽz. Then, we deduce

ỹz(·, T ) = 0,

‖ṽz‖L∞((0,T )×ω) ≤ N(Ω, ω, T, z)‖y0‖W 4−4/p,p(Ω)

and
‖ỹz‖M ≤ N(Ω, ω, T, z)‖y0‖W 4−4/p,p(Ω)

where
N(Ω, ω, T, z) = eC(Ω,ω,T )(1+‖az‖1/3

∞ +‖Bz‖1/2
∞ +‖Dz‖∞)

Let us introduce for each z ∈ Z

I(z) =

{
ṽz ∈ L∞((0, T )× ω) ; ỹz(T ) = 0, ‖ṽz‖L∞((0,T )×ω) ≤ N(Ω, ω, T, z)‖y0‖W 4−4/p,p(Ω)

}
and

Γ(z) =

{
ỹz ; ṽz ∈ I(z), ‖ỹz‖M ≤ N(Ω, ω, T, z)‖y0‖W 4−4/p,p(Ω)

}
, (91)

The idea is to prove the existence of at least one fixed point y of the following mapping

z 7→ Γ(z).

Thus, let us recall Kakutani’s fixed point theorem :

Theorem 4.1. Let Z be a Banach space and let Γ : Z 7→ Z be a set-valued mapping satisfying the following
assumptions:

1. Γ(z) is a nonempty closed convex set of Z for every z ∈ Z.

2. There exists a nonempty convex compact set KR ⊂ Z such that Γ(KR) ⊂ KR.

3. The mapping z 7→ Γ(z) is upper hemicontinuous, i.e., that the real-valued function

z ∈ Z 7→ supy∈Γ(z)〈µ, y〉

is upper semicontinuous for each bounded linear form µ ∈ Z ′.

Then Γ possesses a fixed point in the set K, i.e. there exists z ∈ K such that z ∈ Γ(z).
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Let us check that Kakutani’s theorem can be applied to Γ. From what we did above, we can deduce that
Γ(z) is a nonempty closed set of Z for every z ∈ Z and convexity is easy to prove. Let us introduce for each
R > 0, the following subspace :

KR = {z ∈ Z ; ‖z‖M ≤ R}.
Then, we know that M is embedded compactly in Z so we deduce that KR is a convex compact set of Z.
On the other hand, from (89) and (91), we deduce the following estimate for any z ∈ KR :

‖ỹz‖Z ≤ exp

(
C(1 + ‖az‖1/3∞ + ‖Bz‖1/2∞ + ‖Dz‖∞)

)
‖y0‖W 4−4/p,p(Ω)

≤ exp

(
C(1 + Cε + ε log(1 + 3R))

)
‖y0‖W 4−4/p,p(Ω)

≤ exp

(
C(1 + Cε)

)(
1 + 3R

)Cε
‖y0‖W 4−4/p,p(Ω).

By taking ε small enough such that Cε < 1 and R large enough we deduce that Γ(KR) ⊂ KR.

To verify the third assumption, it suffices to prove that the following set :

Pα,µ =

{
z ∈ Z ; supy∈Γ(z)〈µ, y〉 ≥ α

}
is a closed set of Z for every α ∈ R and every µ ∈ Z ′. So let (zn)n∈N be a sequence in Pα,µ such that zn → z
in Z. From the fact that for every n ∈ N Γ(zn) is compact, we deduce that

〈µ, yn〉 = supy∈Γ(zn)〈µ, y〉 ≥ α, (92)

for yn ∈ Γ(zn). We deduce that there exists vn ∈ L∞((0, T )× ω) such that

∂tyn + ∆2yn + g1(zn,∇zn,∇2zn) yn +G1(zn,∇zn,∇2zn) · ∇yn + E1(zn,∇zn,∇2zn) : ∇2yn = χωvn

and we have the following estimates :

‖vn‖L∞((0,T )×ω) ≤ N(Ω, ω, T, zn)‖y0‖W 4−4/p,p(Ω)

and
‖yn‖M ≤ N(Ω, ω, T, z)‖y0‖W 4−4/p,p(Ω).

By using the fact that (yn)n∈N is uniformly bounded inM and (vn)n∈N is uniformly bounded in L∞((0, T )×ω)
we deduce at least for a subsequence

yn → y̆ strongly in Z

and
vn → v̆ weakly * in L∞((0, T )× ω).

On the other hand, from the fact that g1, G1 and E1 are continuous, we have
g1(zn,∇zn,∇2zn)→ g1(z,∇z,∇2z) ∈ L∞(Q),

G1(zn,∇zn,∇2zn)→ G1(z,∇z,∇2z) ∈ L∞(Q)N ,

E1(zn,∇zn,∇2zn)→ E1(z,∇z,∇2z) ∈ L∞(Q)N
2

.

Passing to the limit, we deduce
∂ty̆ + ∆2y̆ + g1(z,∇z,∇2z) y̆ +G1(z,∇z,∇2z) · ∇y̆ + E1(z,∇z,∇2z) : ∇2y̆ = χω v̆ in Q ,

y̆ =
∂ y̆

∂~n
= 0 on Σ ,

y̆(0, ·) = y0(·) , y̆(T, ·) = 0 in Ω .
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We deduce that y̆ ∈ Γ(z) and v̆ ∈ I(z). Then, we can take limits in (92) and deduce that

supy∈Γ(z)〈µ, y〉 ≥ 〈µ, y̆〉 ≥ α.

This implies that z ∈ Pµ,α.

4.2 The general case.

We suppose now that f is a locally Lipschitz-continuous function satisfying assumptions (4) and (7)

and we give a sketch of the proof. Let us introduce a positive function ρ ∈ D(R × RN × RN
2

) such that
supp ρ ⊂ B(0, 1) and ∫∫∫

R×RN×RN2
ρ(s, p, q) ds dp dq = 1.

Let us introduce the following function

ρn(s, p, q) = nN
2+N+1ρ(ns, np, nq) ∀(s, p, q) ∈ R× RN × RN

2

and let us denote
g1,n = ρn ∗ g, G1,n = ρn ∗G, E1,n = ρn ∗ E.

Let us denote f1,n := g1,n(s, p, q)s+G1,n(s, p, q) ·p+E1,n(s, p, q) : q . It is not difficult to check the following
properties on these three functions :

1. g1,n ∈ C0(R× RN × RN
2

), G1,n ∈ C0(R× RN × RN
2

)N and E1,n ∈ C0(R× RN × RN
2

)N
2

for n ≥ 1.

2. f1,n → f uniformly in any compact set of R× RN × RN
2

.

3. ∀λ > 0, ∃ρ > 0 ; ‖g1,n‖L∞(B(0,ρ)) + ‖G1,n‖L∞(B(0,ρ)) + ‖E1,n‖L∞(B(0,ρ)) ≤ λ.

4. ∀ε > 0, ∃Cε > 0 ; ∀ (s, p, q) ∈ R × RN × RN
2

, ∀n ≥ 1 , |g1,n(s, p, q)|1/3 + |G1,n(s, p, q)|1/2 +
|E1,n(s, p, q)| ≤ Cε + ε log(1 + |s|+ |p|+ |q|).

For every n ∈ N∗, we deduce from the previous subsection, the existence of controls vn ∈ L∞((0, T )×ω)
such that the solution yn of the following system

∂tyn + ∆2yn + f1,n(yn,∇yn,∇2 yn) = χωvn in Q ,

yn =
∂ y

∂~n
= 0 on Σ ,

yn(0, ·) = y0(·) in Ω

(93)

satisfies
yn(T, ·) = 0 in Ω.

On the other hand, from the previous subsection we deduce that

‖vn‖L∞((0,T )×ω) + ‖yn‖M ≤ C.

We deduce, for a subsequence, that

vn → v weakly * in L∞((0, T )× ω)

and
yn → y in Z.

Now, it is very easy to check that (y, v) fulfills the following system :
∂ty + ∆2y + f1(y,∇y,∇2 y) = χωv in Q ,

y =
∂ y

∂~n
= 0 on Σ ,

y(0, ·) = y0(·) in Ω ,
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with
y(T, ·) = 0 in Ω.

Before we finish the proof, let us give the following remark concerning the case when f2 6= 0 :

Remark 4.2. Let us notice that, the same computations and arguments can be used to prove the null
controllability of system (1) when f2 6= 0. In fact, as in (89) we have for every ε > 0, there exists Cε such
that

|g2(s, p, q, r)|γ/3 + |G2(s, p, q, r)|γ/2 + |E2(s, p, q, r)|γ + e
γ
γ−1 |M2(s,p,q,r)|1/2

≤ Cε + ε log(1 + |s|+ |p|+ |q|+ |r|) ∀(s, p, q, r) ∈ R× RN × RN
2

× RN
3

.
(94)

On the other hand, we set this time Z = L∞(0, T ;W 3,∞). Then, for each z ∈ Z, we consider the null
controllability problem :

∂ty + ∆2y + g2(z,∇z,∇2z,∇3z) y +G2(z,∇z,∇2z,∇3z) · ∇y + E2(z,∇z,∇2z,∇3z) : ∇2y

+M2(z,∇z,∇2z,∇3z) ∴ ∇3y = χωv in Q ,

y =
∂ y

∂~n
= 0 on Σ ,

y(0, ·) = y0(·) in Ω ,

(95)

and we denote 
az := g2(z,∇z,∇2z,∇3z) ∈ L∞(Q),

Bz := G2(z,∇z,∇2z,∇3z) ∈ L∞(Q)N ,

Dz := E2(z,∇z,∇2z,∇3z) ∈ L∞(Q)N
2

,

Mz := M2(z,∇z,∇2z,∇3z) ∈ L∞(Q)N
3

.

Then, by arguing as before and applying Proposition 3.1 to (95) in the time interval (0, Tz) where

Tz = min {1, T, ‖az‖
γ
3−1
∞ , ‖Bz‖

γ
2−

4
3∞ , ‖Dz‖γ−2

∞ },

and using the fact that for any a, b ∈ R we have ab ≤ aγ

γ
+
γ − 1

γ
b

γ
γ−1 where γ > 1, we deduce the existence

of v̌z such that
y̌z(Tz, ·) = 0

and
‖v̌z‖L∞((0,T )×ω) ≤ eC0 C3‖y0‖W 4−4/p,p(Ω)

where

C3 = 1 +‖az‖γ/3∞ +‖Bz‖γ/2∞ +‖Dz‖γ∞+ e
γ
γ−1‖Mz‖1/2

∞ +
1

T
γ/2
z

+Tz(1 +‖az‖∞+‖Bz‖4/3∞ +‖Dz‖2∞+‖Mz‖8/5∞ ).

From Lemma 3.3, we deduce

‖y̌z‖M ≤ eC0 C3‖y0‖W 4−4/p,p(Ω),

where M = Lp(0, T ;W 7/2,p(Ω)) ∩W 1,p(0, T ;W−1/2,p(Ω)). By arguing as before, if we set ṽz (resp. ỹz) the
extension of v̌z (resp. y̌z) to the whole cylinder (0, T )× Ω then, we deduce

ỹz(·, T ) = 0,

‖ṽz‖L∞((0,T )×ω) ≤ N(Ω, ω, T, z)‖y0‖W 4−4/p,p(Ω)

and
‖ỹz‖M ≤ N(Ω, ω, T, z)‖y0‖W 4−4/p,p(Ω)
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where ỹz is the corresponding solution of (95) associated to ṽz and where

N(Ω, ω, T, z) = eC(Ω,ω,T )(1+‖az‖γ/3
∞ +‖Bz‖γ/2

∞ +‖Dz‖γ∞+e
γ
γ−1

‖Mz‖
1/2
∞ ).

To the rest of the proof, it suffices to argue the same as in last section.

�
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