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Abstract

The clone-and-own approach becomes a common practice to quickly develop Software Product Variants (SPVs) that meet variability in user requirements. However, managing the reuse and maintenance of the cloned codes is a very hard task. Therefore, we aim to analyze SPVs to identify cloned codes and package them using a modern systematic reuse approach like Service-Oriented Architecture (SOA). The objective is to benefit from all the advantages of SOA when creating new SPVs. The development based on services in SOA supports the software reuse and maintenance better than the development based on individual classes in monolithic object-oriented software. Existing service identification approaches identify services based on the analysis of a single software product. These approaches are not able to analyze multiple SPVs to identify reusable services of cloned codes. Identifying services by analyzing several SPVs allows to increase the reusability of identified services. In this paper, we propose ReSIde (Reusable Service Identification): an automated approach that identifies reusable services from a set of object-oriented SPVs. This is based on analyzing the commonality and the variability between SPVs to identify the implementation of reusable functionalities corresponding to cloned codes that can be packaged as reusable services. To validate ReSIde, we have applied it on three product families of different sizes. The results show that the services identified based on the analysis of multiple product variants using ReSIde are more reusable than services identified based on the analysis of singular ones.
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1. Introduction

It is a common practice that software developers rely on the clone-and-own approach to deal with custom-tailored software 12. New software products are developed by copying and modifying codes corresponding to functionalities from existing software to meet the requirement of new needs of new customers. The resulting software products are considered Software Product Variants (SPVs) because they share features and differ in terms of others 3. The existence of this phenomenon has been proved by empirical studies like 2, 3.

For monolithic object-oriented SPVs, managing the software reuse and maintenance of the cloned codes is a very hard task 4. For reuse, e.g., it is hard to identify reusable codes from the monolithic object-oriented implementation of these SPVs 4. For maintenance, e.g., it is difficult to propagate updates for fixing bugs related to the implementation of the cloned codes. Therefore, we are interested in analyzing SPVs to identify cloned codes and package them using a modern systematic reuse approach like Service-Oriented Architecture (SOA). The objective is to benefit from all the advantages of SOA when creating new SPVs. With SOA, SPVs are defined in terms of flexible architectures composed of a set of independent coarse-grained services that implement reusable functionalities across several SPVs, and clearly define their external dependencies in an explicit way through their provided and required interfaces.

One of the most important steps for reengineering monolithic object-oriented SPVs to SOAs is the identification of reusable services corresponding to cloned codes of reusable functionalities across several SPVs. Moreover, the identification of reusable services is an efficient way to supply service-based libraries.

Existing service identification approaches identify services based on the analysis of a single software product 4, 7, 8, 9. These existing approaches partition the object-oriented implementation to disjoint groups of classes where each group is the implementation of a potential service. As these approaches only analyze single products, the identified services may be useless in other software products and consequently their reusability is not guaranteed. In addition, these approaches are not able to analyze multiple
SPVs to identify reusable services related to cloned functionalities and their related codes. In fact, the probability of reusing a service in a new software product is proportional to the number of software products that have already used it [10, 11]. Thus, mining software services based on the analysis of a set of SPVs contributes to identifying reusable services. Nonetheless, this has not been investigated in the literature. Identifying services by analyzing multiple SPVs makes it possible to improve the reusability of services to reduce the effort when developing new software products (by reuse) and to reduce the maintenance effort by making it possible to propagate any change to the service across all of the products that reuse this service.

In this paper, we propose ReSIde (ReUsable Service Identification): an automated approach that identifies reusable services from a set of similar object-oriented SPVs. ReSIde analyzes the commonality and the variability between the object-oriented source code of multiple SPVs to identify the implementation of reusable functionalities corresponding to cloned codes. These identified functionalities are intended to be packaged as reusable services that can be reused across multiple products. ReSIde is motivated by the fact that services identified based on the analysis of several existing SPVs will be more useful (reusable) for the development of new SPVs than services identified from singular ones.

To validate ReSIde, we have applied it on three opensource product families of different sizes (i.e., small, medium and large-scale ones). We propose an empirical measurement to evaluate the reusability of the identified services. According to this measurement, the results show that the reusability of the identified services using ReSIde is better than the reusability of those identified from singular software.

The idea of analyzing multiple SPVs to identify reusable components was introduced in our conference paper [12]. In relationship with this conference paper, this journal paper addresses the identification of services and not software components. Also, it includes additional contents in terms of:

1. Proposition of a deep analysis of the problem of identifying reusable services from multiple SPVs.
2. Proposition of more details and deep analysis of the proposed solution, e.g., by giving more details about used algorithms and illustrating the solution based on new examples and figures.
3. Adding a new case study that is Health Watcher and consequently extending the evaluation.
4. Presentation of new detailed results and new analysis of their relevance.
5. Adding threats to validity discussions.
6. Important extension of related work analysis and classification.
7. The analysis of the research and practical implications of the obtained results.

The rest of this paper is organized as follows. Section 2 presents a background needed to understand our approach. In Section 3, we provide the foundations of ReSIde. Section 4.1 discusses how ReSIde identifies potential services from each SPV. In Section 4.2, we present the identification of similar services between different SPVs. Reusable services are recovered from the similar ones in Section 4.3. Section 4.4 presents how ReSIde structures the service interfaces. The evaluation results are discussed in Section 5 and Section 6. In Section 7, we present the related works to our approach. A conclusion of this paper is presented in Section 8.

2. Background: service quality model

![Service quality model](image)

In this section, we discuss the service quality model proposed in our previous work [3] and which is reused in this paper to evaluate the quality of a cluster of classes to form a quality-centric service based on the structural dependencies between these classes. From the service structure point of view, any group of classes can form a service. Therefore, we need a measurement to distinguish good services from bad ones. To do so, we use this quality fitness function to identify only groups of classes that could form high quality services.

To define this service quality model, we studied the existing definition of services in the literature and identified three quality characteristics that should be measured to evaluate the quality of a group of classes to form a quality-centric service. These characteristics are: (i) the coarse-grained functionalities implemented by the cluster of classes, (ii) the composability of the cluster of classes to be reused through their interfaces without any modifi-
cation, and (iii) the self-containment of the the cluster of classes.

As presented in Figure 1, we perform similar to the ISO9126 quality model [13] to refine these three characteristics to a number of service properties that can be measured using a number of object-oriented metrics (e.g., self-containment) is refined to the number of required interfaces by a given service.

The service quality model identifies service characteristics and refine them as metrics. However, to identify services, we need to put these metrics as function that can be computed to output a numerical value for evaluating the semantic of a service (i.e. what a service is) based on its implementation composed of a cluster of object-oriented classes. Therefore, we defined a quality fitness function (QFF) based on our service quality model where its input is a cluster of classes (E), and its output is a value, situated in [0–1], corresponding to the quality of this cluster of classes to form a quality-centric service. This QFF is represented by Equation 1 based on the linear combination of the three quality characteristics: Functionality (Fun), Composability (Comp) and Self-Containment (SelfCon).

\[
QFF(E) = \frac{1}{3} \cdot \sum_{i=1}^{3} \lambda_i \cdot (\lambda_1 \cdot Fun(E) + \lambda_2 \cdot Comp(E) + \lambda_3 \cdot SelfCont(E))
\]  

Where \(\lambda_i\) are parameters used by the practitioners to weight each characteristic.

The Functionality (Fun), the Composability (Comp) and the Self-Containment (SelfCon) of a group of classes (E) are measured based on Equation 2, Equation 3 and Equation 4 respectively.

\[
Fun(E) = \frac{1}{5} \cdot (np(E) + \frac{1}{2} \sum_{i \in I} LCC(i))  
\]

\[
Comp(E) = \frac{1}{7} \sum_{i \in I} LCC(i)  
\]

\[
SelfCont(E) = ExtCoupl(E)  
\]  

Where \(np(E)\) is the number of provided interfaces based on the number of public methods in E. LCC(i) (Loose Cohes) [14] is the average of the cohesion of a group of methods composing the service interfaces. These methods are the public methods implemented in the identified classes of the service. LCC(i) is calculated based on the percentage between the number of links among these methods and the total number of possible links among these methods. LCC(I) is the cohesion between interfaces. LCC(E) is the cohesion inside a service. Coupl(E)[20] (Coupling) measures the level of connectivity (e.g., method calls, attribute accesses) of a group of classes with reaming classes of the software. ExtCoupl (External Coupling) measures the coupling of a given potential service with other services (1 - Coupl).

In this paper, we use this quality fitness function as a black box component. It worths to note that it can be replaced by any service quality fitness function following the needs of the software engineers. Please refer to [6] for more details regarding the service quality model and its quality fitness function.

3. ReSIde foundations

3.1. Illustrative example

We present in Figure 2 an illustrative example to easily understand the foundations of our approach. We have 2 SPVs that are developed based on the clone-and-own approach.

SPV1 includes 5 classes that implement functionalities related to the photo management. SPV2 cloned SPV1 and extends it based on 10 additional classes. These classes aim to improve existing functionalities and to add other functionalities related to the music management. Our goal is to identify reusable services based on the analysis of source codes respectively of these two SPVs.

![Figure 2: Illustrative example of two SPVs](image)

3.2. ReSIde principles

ReSIde aims to identify reusable services based on the analysis of the object-oriented source code of similar SPVs. To identify services from the source code of object-oriented software, we propose an object-to-service mapping model that maps the object-oriented elements (classes and methods) to SOA ones (services and interfaces). We present this mapping model in Figure 3. We define a service in terms of a cluster of object-oriented classes. A service implements a set of functionalities provided using its interfaces. Each interface is defined in terms of a set of object-oriented methods implemented in the classes of the service. The provided interfaces of a service are defined as a group of methods implemented by classes composing the service and accessed by classes of other services. The required interfaces of a service are defined as a group of
methods invoked by classes of the service and implemented in the classes of other services.

To identify a cluster of classes frequently appear together in several SPVs to implement the same functionalities, we rely on two types of dependencies: the co-existence and the structural object-oriented dependencies. The co-existence dependencies measure how much a cluster of classes are reused together in the same subset of SPVs. These are used to guarantee that the resulting services are reusable across different SPVs. The structural dependencies evaluate the quality of a cluster of classes to form a quality-centric service based on the service quality model proposed in our previous work (c.f. Section 2). These are used to guarantee that we produce quality-centric services.

![Object-to-service mapping model](image)

We summarize the principles of ReSIde as follows.

- ReSIde defines a service in terms of a cluster of object-oriented classes. E.g., the PhotoAlbum service could be formed based on the `PhotoAlbum`, `AddPhotoToAlbum`, `AlbumManager` and `DeletePhotoFromAlbum` classes.

- A reusable service is the one identified in several SPVs. E.g., the `PhotoAlbum` service is identified in the two SPVs in our illustrative example.

- Co-existence together dependency between classes is used to identify reusable services already reused in several SPVs. E.g., the `PhotoAlbum` and `AddPhotoToAlbum` co-exist together in the two SPVs.

- Object-oriented dependency between classes is used to identify quality-centric services. E.g., the `PhotoAlbum` and `AddPhotoToAlbum` are cohesive based on their method calls and attribute accesses.

- ReSIde analyzes the commonality and the variability between SPVs to identify reusable services.

- Classes composing a reusable service should implement one or more coarse-grained functionalities in several SPVs. E.g., the `PhotoAlbum`, `AddPhotoToAlbum` and `DeletePhotoFromAlbum` classes implement the cohesive PhotoAlbum service.

- A class can belong to many services since this class could contribute to implement different functionalities by participating with different groups of classes. E.g., the `AlbumManager` class is a part of the PhotoAlbum service (``) and the MusicAlbum service (``).

- A provided interface of a service is a set of methods that are accessed by classes composing other services.

- A required interface of a service is a set of methods used by classes composing this service and belonging to other services’ classes.

### 3.3. ReSIde process

Based on what we mentioned before, we propose a process presented in Figure 3 to identify reusable services from a set of SPVs. This process consists of four main steps.

1. **Identification of potential services in each SPV.** We analyze each SPV independently to identify all potential services composing each SPV. To identify quality-centric potential services, we rely on object-oriented dependencies between classes to evaluate their quality. We consider that any set of classes could form a potential service if and only if it has an accepted value following the quality fitness function of the quality model presented in Section 2. In our illustrative example, we identify the 5 clusters of classes corresponding to potential services in SVP1.

   (a) `PhotoAlbum`, `AddPhotoToAlbum`.
   (b) `PhotoAlbum`, `AddPhotoToAlbum`, `PhotoView`.
   (c) `PhotoListScreen`, `PhotoViewScreen`.
   (d) `PhotoListScreen`, `PhotoViewScreen`, `PhotoView`.
   (e) `PhotoViewScreen`, `PhotoView`.

   These clusters of classes are obtained based on the strength of the structural dependencies among the classes.

2. **Identification of similar services between different SPVs.** Due to the similarity between the SPVs, their identified potential services could provide similar functionalities. Similar services are those providing mostly the same functionalities and differ compared to few others. Thus, we identify similar services from all potential ones identified from different SPVs. To this end, we cluster the services into groups based on the lexical similarity among classes.
composing the services based on the cosine similarity metric [13]. Considering our illustrative, we identify the cluster of [PhotoAlbum, AddPhotoToAlbum, PhotoView] in SPV1 as similar to the cluster of [AlbumManager, PhotoAlbum, AddPhotoToAlbum, PhotoView] in SPV2.

3. Identification of one reusable service from similar potential services. Similar services identified from different SPVs are considered as variants of one service because they provide mostly the same functionalities. Therefore, from a cluster of similar services, we identify one common service that is representative of this cluster of similar services and it is considered as the most reusable one compared to the members of the analyzed cluster. We rely on the co-existence together dependencies and the structural object-oriented dependencies to identify the classes composing this common service. The co-existence together dependencies are identified based on the percentage of services containing the classes. The structural object-oriented dependencies are based on the quality fitness function of the quality model presented in Section 2. For example, we identify the group of [PhotoAlbum, AddPhotoToAlbum, PhotoView] as implementation of the reusable service from the similar clusters of [PhotoAlbum, AddPhotoToAlbum, PhotoView] in SPV1 and [AlbumManager, PhotoAlbum, AddPhotoToAlbum, PhotoView] in SPV2.

4. Identification of object-oriented methods corresponding to service interfaces. Only classes constituting the internal structures, i.e., the implementation, of the reusable services are identified in the previous steps. However a service is used based on its provided and required interfaces. Thus, we structure service interfaces, required and provided ones, based on the analysis of the dependencies (e.g., method calls, attribute accesses) between services in order to identify how they interact with each others.

4. ReSIdE in depth

4.1. Identification of potential services in each software product variant

We view a potential service as a cluster of object-oriented classes, where the corresponding value of the quality fitness function is satisfactory (i.e., its quality value is higher than a predefined quality threshold). Thus, our analysis consists of extracting any set of object-oriented classes that can be formed as a potential service. Such that the overlapping between the services is allowed.
4.1. Method to identify potential services

Identifying all potential services needs to investigate all subsets of classes that can be formulated from the source code. Then, the ones that maximize the quality fitness function are selected. Nevertheless, this is considered as an NP-hard problem as the computation of all subsets requires an exponential time complexity ($O(2^n)$). To this end, we propose a heuristic-based technique that aims to extract services that are good enough ones compared to the optimal potential services. We consider that classes composing a potential service are gradually identified starting from a core class that participates with other classes to contribute functionalities. Thus, each class of the analyzed SPV can be selected to be a core one. Classes having either direct or indirect link with it are candidates to be added to the corresponding service.

4.1.2. Algorithm to identify potential services

Algorithm 1 illustrates the process of identifying potential services. In this algorithm, $Q$ refers to the quality fitness function and $Q_{threshold}$ is a predefined quality threshold. The selection of a class to be added at each step is decided based on the quality fitness function value obtained from the formed service. Classes are ranked based on the obtained value of the quality fitness function when it is gathered to the current group composing the service.

The class obtaining the highest quality value is selected to extend the current group (c.f. lines 7 and 8). We do this until all candidate classes are grouped into the service (c.f. lines 6 to 11). The quality of the formed groups is evaluated at each step, i.e., each time when a new class is added. We select the peak quality value to decide which classes form the service (c.f. lines 10 and 11). This means that we exclude classes added after the quality fitness function reaches the peak value since they minimize the quality of the identified service. For example, in Figure 3, the 7th added and the 8th added classes are putted aside from the group of classes related to service 2 because when they have been added, the quality of the service is decreased compared to the peak value. Thus, classes retained in the group are those maximizing the quality of the formed service. Algorithms 2 and 3 identify all potential services of such a SPV, the only ones retained are services that their quality values are higher than a quality threshold that is defined by software architects (c.f. lines 12 and 13). For example, in Figure 3, suppose that the predefined quality threshold value is 70%. Thus, Service 1 does not reach the required threshold. Therefore, it should not be retained as a potential service. This means that the starting core class is not suitable to form a service.

Input: Object-Oriented Source Code($OO$)  
Output: A Set of Potential Services($PS$)

4.2. Identification of similar services between different software product variants

We define similar services as a set of services providing mostly the same functionalities and differing in few ones. These can be considered as variants of the same service.

4.2.1. Method to identify similar services

SPVs are usually developed using the clone and own technique. Thus, we consider that classes having similar names implement almost the same functionalities. Although some of the composed methods are overridden, added or deleted, the main functionalities are still the same ones from the architectural point of view. Therefore, the similarity as well as the difference between services are calculated based on the object-oriented classes composing these services. Thus, similar services are those sharing the majority of their classes and differing considering the other ones.

Groups of similar services are built based on a lexical similarity metric. Thus, services are identified as similar compared to the strength of similarity links between classes composing them. A survey of text similarity metrics is conducted in [10]. Practitioners could use any of these similarity metrics based on their needs. For our experimentation, we selected the cosine similarity metric because it is based on the angle between vectors instead of points. Following this cosine similarity metric each service is considered as a text document, which consists of a list of service classes’ names. The similarity between a set of services is calculated based on the ration between the number of shared classes to the total number of distinguished classes.

4.2.2. Algorithm to identify similar services

We use a hierarchical clustering technique to gather similar services into groups. This hierarchical clustering technique consists of two algorithms. The first algorithm
Forming potential services by incremental selection of classes

\[ \text{Input: Potential Services (PS)} \]

\[ \text{Output: Dendrogram (dendrogram)} \]

1. **Dendrogram** \(d\) = \(PS\);
2. while \(|d| > 1\) do
   3. \(c_1, c_2 = \) mostLexicallySimilarNodes\((d)\);
   4. \(c = \) newNode\((c_1, c_2)\);
   5. remove\((c_1, d)\);
   6. remove\((c_2, d)\);
   7. add\((c, d)\);
end
8. return \(d)\)

**Algorithm 2: Building Dendrogram of Similar Services**

This algorithm aims at building a binary tree, called *dendrogram*. It provides a set of candidate clusters by presenting a hierarchical representation of service similarity. Figure 5 shows an example of a dendrogram, where \(S_i\) refers to *Service* \(_i\). The second algorithm aims at traveling through the built dendrogram, in order to extract the best clusters, representing a partition.

To build a dendrogram of similar services, we rely on Algorithm 2. It takes a set of potential services as an input. The result of this algorithm is a dendrogram representing candidate clusters, similar to Figure 5. The algorithm starts by considering individual services as initial leaf nodes in a binary tree, i.e., the lowest level of the dendrogram in Figure 5 (c.f. line 1). Next, the two most similar nodes are grouped into a new one, i.e., as a parent of them (c.f. lines 3 and 4). For example, in Figure 5 the \(S_2\) and \(S_3\) are grouped. This is continued until all nodes are grouped in the root of the dendrogram (c.f. lines 2 to 7).

To identify the best clusters, we rely on Algorithm 3 that uses a depth first search technique to travel through the dendrogram. It starts from the dendrogram root node to find the cut-off points (i.e., the highest node holding \(S_1, S_2, S_3, S_4, S_5, S_6\) in Figure 6). It compares the similarity of the current node with its children (c.f. lines 4 to 7). For example, the node holding \(S_1, S_2, S_3, S_4\) and the node holding \(S_5, S_6\) in Figure 6. If the current node has a similarity value exceeding the average similarity value of its children, then the cut-off point is in the current node where the children minimize the quality fitness function value (c.f. lines 7 and 8). Otherwise, the algorithm recursively continues through its children (c.f. lines 9 to 11). The results of this algorithm are a collection of clusters, where each cluster groups a set of similar services (c.f. line 12).

**Algorithm 3: Dendrogram Traversal to Identify Cluster of Similar Services**

4.3. **Identification of one reusable service from similar potential services**

As previously mentioned, similar services are considered as variants of a common one. Thus, from each cluster...
of similar services, we extract a common service which is considered as the most reusable compared to the members of the analyzed group.

4.3.1. Method to identify reusable service based on similar ones

Classes composing similar services are classified into two types. The first one consists of classes that are shared by these services. We call these classes as Shared classes. In Figure 6, C3, C4, C8 and C9 are examples of Shared classes in the three services belonging to the cluster of similar services. The second type is composed of other classes that are diversified between the services. These are called as Non-Shared classes. C1, C2, C5, C6, C7 and C10 are examples of Non-Shared classes in the cluster of similar services presented in Figure 7.

As Shared classes are identified in several SPVs to be part of one service, we consider that Shared classes form the core of the reusable service. Thus, C3, C4, C8 and C9 should be included in the service identified from the cluster presented in Figure 6. However, these classes may not form a correct service following our quality fitness function. Thus, some Non-Shared classes need to be added to the reusable service, in order to keep the service quality high.

The selection of a Non-Shared class to be included in the service is based on the following criteria:

- The quality of the service obtained by adding a Non-Shared class to the core ones. This criterion is to increase the service quality. Therefore, classes maximizing the quality fitness function value are preferable to be added to the service.
- The density of a Non-Shared class in a cluster of similar services. This refers to the occurrence ratio of the class compared to the services of this group. It is calculated based on the number of services including the class to the total number of services composing the cluster. We consider that a class having a high density value contributes to build a reusable service because it keeps the service belonging to a larger number of SPVs. For example, in Figure 7 the densities of C2 and C1 are respectively 66% (2/3) and 33% (1/3). Thus, C2 is more preferable to be included in the service than C1, as C2 keeps the reusable service belonging to two SPVs, while C1 keeps it belonging only to one SPV.

As results of the clone-and-own approach, classes identified could have different implementations across various SPVs. These different implementations of the same cloned class across SPVs should be merged by creating one suitable and representative abstraction that allows the variability configuration, e.g., using the preprocessing annotation notations. In literature, we identify potential approaches to be reused for merging the several implementations of cloned methods/classes [17] [18].

4.3.2. Algorithm to identify reusable service based on similar ones

Based on the method given in the previous section, an optimal solution requires identifying all subsets of a collection of classes which represents an NP-complete problem (i.e., \(O(2^n)\)). This algorithm is not scalable for a large number of Non-Shared classes (e.g., 10 Non-Shared classes need 1024 operations, while 20 classes need 1048576 operations).

Therefore, we propose to identify the optimal solution only for services with a small number of Non-Shared classes. Otherwise, we rely on a near-optimal solution. In the following subsections, we discuss two algorithms to identify an optimal solution and a near-optimal one respectively.

Algorithm providing optimal solution for reusable service identification. Algorithm 2 computes an optimal reusable service from similar ones, where \(Q\) refers to the service quality fitness function, \(Q_{\text{threshold}}\) refers to the predefined quality threshold and \(D_{\text{threshold}}\) refers to the predefined density threshold. First, for each cluster of similar services, we extract all candidate subsets of classes among the set of Non-Shared ones (c.f. lines 1 to 8). Then, the subsets that reach a predefined density threshold are only selected (c.f. line 12). The density of a subset is the average densities of all classes in this subset. Next, we evaluate the quality of the service formed by grouping core classes with classes of each subset resulting from the previous step (c.f. lines 13 and 14). Thus, the subset maximizing the quality value is grouped with the core classes to form the reusable service. Only services with a quality value higher than a predefined threshold are retained (c.f. lines 15 to 17).

Algorithm providing near-optimal solution for reusable service identification. We defined a heuristic algorithm pre-
Input: Clusters of Services (clusters)
Output: A Set of Reusable Services (RC)
for each cluster ∈ clusters do
    shared = cluster.getFirstService().getClasses;
    allClasses = ∅;
    for each service ∈ cluster do
        shared = shared ∩ service.getClasses;
        allClasses = allClasses ∪ service.getClasses;
    end
    nonShared = allClasses − shared;
    allSubsets = generateAllSubsets(nonShared);
    reusableService = shared;
    bestService = reusableService;
    for each subset ∈ allSubsets do
        if Density(subset) > D_threshold then
            if Q(reusableService ∪ subset) > Q(bestService) then
                bestService = reusableService ∪ subset;
            end
        end
        if Q(bestService) ≥ Q_threshold then
            add(RC, bestService);
        end
    end
end
17 return RC

Algorithm 4: Optimal Solution for Reusable Service Identification

Input: Clusters of Services (clusters)
Output: A Set of Reusable Services (RC)
for each cluster ∈ clusters do
    shared = cluster.getFirstService().getClasses;
    allClasses = ∅;
    for each service ∈ cluster do
        shared = shared ∩ service.getClasses;
        allClasses = allClasses ∪ service.getClasses;
    end
    nonShared = allClasses − shared;
    allSubsets = generateAllSubsets(nonShared);
    reusableService = shared;
    bestService = reusableService;
    if Density(class) < D_threshold then
        nonShared = nonShared - class;
    end
    while (nonShare > 0) do
        if Q(reusableService ∪ nonShare) ≥ Q_threshold then
            add(RC, reusableService);
            break;
        else
            removeLessQualityClass(nonShare, shared);
        end
        end
end
18 return RC

Algorithm 5: Near-Optimal Solution for Reusable Service Identification

sent in Algorithm 4 where Q refers to the quality fitness function, Q_threshold refers to the predefined quality threshold and D_threshold refers to the predefined density threshold. First of all, Non-Shared classes are evaluated based on their density. The Classes that do not reach the predefined density threshold are rejected (c.f. lines 9 to 11). Then, we identify the greater subset that reaches predefined quality threshold when it is added to the core classes. To identify the greater subset, we consider the set composed of all Non-Shared classes as the initial one (c.f. lines 9 to 11). This subset is grouped with the core classes to form a service. If this service reaches the predefined quality threshold, then it represents the reusable service (c.f. lines 12 to 15). Otherwise, we remove the Non-Shared class that reduces the quality of the service when this Non-Shared class is added to the corresponding core classes (c.f. line 17). We do this until a service reaching the quality threshold or the subset of Non-Shared classes becomes empty (c.f. line 12).

4.4 Identification of object-oriented methods corresponding to service interfaces

A service is used based on its provided and required interfaces. For object-oriented services, the interaction between the services is realized through object-oriented method calls (i.e., method invocations). A service provides its services through a set of object-oriented methods that can be called by the other services that require functionalities of this service. Thus, the provided interfaces are composed of a set of public methods that are implemented by classes composing this service. On the other hand, required interfaces are composed of methods that are invoked by classes of this service and belong to classes of other services (i.e., the provided interfaces of the other services). The identification of service interfaces is based on grouping a set of object-oriented methods into a set of service interfaces. We rely on the following heuristics to identify these interfaces:

Object-oriented methods belonging to the same entity. In object-oriented, methods implementing cohesive functionalities are generally implemented by the same object-oriented entities (e.g., object-oriented interface, abstract class, and concrete class). Therefore, we consider any object-oriented entity that groups together a set of methods as an indicator of high probability that these methods belong to the same service interface. We propose
Algorithm 6 to measure how much a set of methods \( M \) belongs to the same service interface. This algorithm calculates the size of the greatest subset of \( M \) which consists of methods that belong to the same object-oriented class or interface (c.f. lines 1 to 4). Then, it divides the size of the greatest subset by the size of \( M \) (c.f. line 5) and returns \( SI \) as a final return value (c.f. line 6).

**Input:** A Set of Methods \( M \), a Set of Object-Oriented Entities \( OOI \)

**Output:** Same Object-Oriented Entity Value \((SI)\)

1. \( sizeGreatest = |M \cap OOI|.getFirstInterface().getMethods()| \)
2. for each interface \( i \) in \( OOI \) do
   3. if \( |M \cap interface.getMethods()| > sizeGreatest \) then
      4. \( sizeGreatest = |M \cap interface.getMethods()| \)
   end
5. \( SI = sizeGreatest / M.size(); \)

Algorithm 6: Same Object-Oriented Entity \((SI)\)

**Object-oriented method cohesion.** Methods access the same set of attributes to participate to provide the same services. Thus, cohesive methods have more probability to belong to the same service interface than those that are not. To measure how much a set of methods is cohesive, we use the Loose Class Cohesion \((LCC)\) metric [14]. We select \( LCC \) because it measures direct and indirect dependencies between methods. Please refer to [14] for more details about LCC.

**Method lexical similarity.** The lexical similarity of methods probably indicates to similar implemented services. Therefore, methods having a lexical similarity likely belong to the same interface. To this end, we utilize Conceptual Coupling metric [12] to measure methods lexical similarity based on the semantic information obtained from the source code encoded in identifiers and comments.

**Method correlation of usage:** when a service provides functionalities for another service, it provides them through the same object-oriented entities (e.g., object-oriented interface, abstract class and concrete class). Thus, methods that have got called together by object-oriented classes the other services are likely to belong to the same service interface. To this end, we propose Algorithm 8 to calculate the Correlation of Usage \((CU)\) of a given set of methods \( M \). It is based on the size of the greatest subset of \( M \) that has got called together by the same service (c.f, lines 2 to 4).

The final value of \( CU \) is the percentage between the identified size of the greatest subset and the size of \( M \) (c.f, line 5).

**Input:** A Set of Methods \( M \), a Set of services \( Services \)

**Output:** Correlation of Usage Value \((CU)\)

1. \( sizeGreatest = |M \cap Services.getFirstservice().getCalledMethods()| \)
2. for each service \( i \) in \( Services \) do
   3. if \( |M \cap service.getCalledMethods()| > sizeGreatest \) then
      4. \( sizeGreatest = |M \cap service.getCalledMethods()| \)
   end
5. \( CU = sizeGreatest / M.size(); \)
6. return \( CU \)

**Algorithm 7:** Correlation of Usage \((CU)\)

According to these heuristics, we define a fitness function for measuring the quality of a group of methods \( M \) to form a service interface. We rely on a set of parameters \((i.e., \lambda_i)\) to allow architects to weight each characteristic as needed. The values of these parameters are situated in \([0-1]\). The selection of values of these parameters is based on the knowledge of architects about the SPVs. Furthermore, architects could use these parameters to analyze the relationships between each characteristic and the quality of the obtained service interfaces by changing the values of parameters. Once architects identify the best values based on a set of test cases of service interfaces, they could generalize these values to the remaining of the SPVs in the same family.

\[
Interface(M) = \frac{1}{\sum_i \lambda_i} (\lambda_1 \cdot SI(M) + \lambda_2 \cdot LCC(M) + \lambda_3 \cdot CS(M) + \lambda_4 \cdot CU(M))
\]  

Based on this fitness function, we use a hierarchical clustering technique to partition a set of public methods into a set of clusters, where each cluster is considered as a service interface. The hierarchical clustering technique constructs a dendrogram of similar public methods like Algorithm 2. Then, it extracts the best clusters of public methods using a depth first search technique similar to Algorithm 6.

5. Evaluation

5.1. Data collection

To evaluate ReSIde, we collect three sets of software product families that are Mobile Media [20], Health Watcher [4] and ArgoUML [21].

---

1. Available at http://homepages.dcc.ufmg.br/~figueiredo/spl/icse08
2. Available at http://homepages.dcc.ufmg.br/~figueiredo/spl/ices08
3. Available at http://ptolemy.cs.istate.edu/design-study/#healthwatcher
4. Available at http://argouml-spl.tigris.org/
Mobile Media (MM) is a SPL that manipulates music, video and photo on mobile phones. It is implemented using Java. In our experimentation, we considered, as SPVs, a set of 8 products derived by [20] as representative of all features of the SPL. The average size of a product is 43.25 classes. Health Watcher product variants implement a set of web-based software applications that offers services related to managing health records and customer complaints. We consider 10 SPVs written in Java. On average, each SPV is composed of 137.6 classes. ArgoUML (AL) is a UML modeling tool. It is developed in Java as a software product line. We applied ReSIde on 9 products generated and used in [22]. Each SPV contains 2198.11 classes on average.

Our method to select these software families is based on four factors. First, we consider covering different sizes of software families to test the scalability of ReSIde with different system sizes; MM as a small-scale software (43.25 classes per SPV), HW as medium-scale software (137.6 classes per SPV), and AL as a large-scale one (2198.11 classes per SPV). Second, we consider software families that were already used by other researchers in the domain of reverse engineering of software product lines such as [23, 22, 24, 25]. Third, the suitability of the case studies to identify services that were reused in the implementation of several SPVs. Fourth, the availability of their source code.

5.2. Research questions and their methodologies

We aim to answer four Research Questions (RQs) as follows.

5.2.1. RQ1: What are good threshold values to identify potential services from each SPV?

Goal. As the selection of threshold values affects both the quality and the number of the identified potential services, the aim of this RQ is to help software architects selecting proper threshold values to consider a group of classes forming a potential service or not.

Methodology. To support software architects choosing a proper threshold value, we assign the quality thresholds values situated in [0%, 100%]. The goal of changing the threshold values is to explicitly identify the general relationship between the number of identified services and the selected threshold values. To do this, we need to explore all the values of the interval [0%–100%]. To segment this interval, we can start from 0% and increment using any value (1%, 1.55%, 5%, 8.09%, 23%, etc.). We rely on two strategies applied successively.

The first strategy is to explore the threshold values based on a 5% increment. We consider that 5% is a fair empirical increment for two reasons. First it provides a finite number of values that are distributed uniformly compared to this interval (i.e. 0%, 5%, 10%, 15%,... 100%). Second, the variation of values obtained based on successive increments allows the interpolation of other unconsidered values.

As soon as we identify an interesting interval based on the number of identified services and the maximum value of the quality fitness function, we apply the second strategy which consists of exploring the values in this interval by a finer increment which is 1. We show the impact of threshold values on the average number of identified services for each software family of SPVs.

5.2.2. RQ2: What potential services implement similar functionalities across different SPVs?

Goal. The goal of this RQ is to study the characteristics of potential services identified as similar across SPVs.

Methodology. We applied the second step of ReSIde to cluster similar potential services based on a hierarchical clustering technique. For each case study, we identify the number of clusters, the average number of services in the identified clusters, the average number of Shared classes in these clusters, the average value of the Functionality characteristic, the average value of the Self-containment characteristic, and the average value of Composability characteristic of the Shared classes in these clusters.

5.2.3. RQ3: What are the reusable services identified based on ReSIde?

Goal. The aim of this RQ is to study the characteristics of reusable services identified from clusters of similar potential services.

Methodology. We rely on the third step of ReSIde to extract one reusable service from each cluster of potential services. For each case study, we identify the number of the identified services, the average service size in terms of number of included classes, and the average value of the Functionality, the Self-containment, and the Composability of the identified services.

5.2.4. RQ4: What is the reusability of services identified based on ReSIde?

Goal. This RQ evaluates the improvement of the reusability of services identified based on the analysis several SPVs using ReSIde compared to the reusability of services identified based on the analysis of singular software.

Methodology. To validate the reusability of services identified by the ReSIde approach, we propose a validation process presented in Figure 8. This process consists of three main steps as follows:

1. Dividing SPVs into K parts: To prove that our validation can be generalized for other independent SPVs, we depend on K-fold cross validation method [15]. In data mining, K-fold is widely used to validate the results of a mining model. The main idea is to evaluate the model using an independent data set. Thus, K-fold divides the data set into two parts: train data, and test data. On the one hand, train data are used to learn the mining model. On the
other hand, test data are then used to validate the mining model. To do so, K-fold divides the data set into K parts. The validation is applied K times by considering K-1 parts as train data and the other one as test data. We validate ReSIde by dividing the SPVs into K parts. Then, we only identify services from the train SPVs (i.e., K-1 parts). Next, we validate the reusability of these services in the test SPVs. We evaluate the result by assigning 2, 4 and 8 to the K at each run of the validation.

2. **Identifying services of train SPVs**: To compare the reusability of services identified based on the analysis of multiple SPVs versus singular SPV, we identified services using the ReSIde approach and the traditional service identification approach that analyzes only singular SPVs independently. We selected Adjoyan et al. approach due to the availability of the tool of its implementation.

3. **Calculating the reusability of services in test SPVs**: We consider that the reusability of a service is evaluated based on the number of SPVs that the service can be reused in. For a collection of SPVs, the reusability is calculated as the ratio between the number of SPVs that can reuse the service to the total number of SPVs in the test part. A service can be reused in a SPV if it provides functionalities required by this SPV. We analyze the functionalities of each SPV in the test part to check if an identified service provides some of these functionalities. The functionalities required by a SPV are identified based on the potential services extracted from this SPV using the first step of ReSIde in Section 4.3. The validation results are calculated based on the average of all K trails.

5.3. Results

5.3.1. **RQ1: What are good threshold values to identify potential services from each SPV?**

The results obtained from MM, HW and AL case studies are respectively shown in Figure 9, Figure 10 and Figure 11, where the values of the threshold are at the X-axis, and the average numbers of the identified services in a SPV are at the Y-axis.

The results show that the number of the identified services is lower than the number of classes composing the SPVs, for low threshold values. The reason behind that is the fact that some of the investigated classes produce the same service. For example, `InvalidPhotoAlbumNameException` and `InvalidImageFormatException` produce the same service, when they are considered as the core for identifying potential services.

Moreover, the results show that the number of identified services is lower than the number of classes composing the SPVs, for low threshold values. The reason behind that is the fact that some of the investigated classes produce the same service. For example, `InvalidPhotoAlbumNameException` and `InvalidImageFormatException` produce the same service, when they are considered as the core for identifying potential services.
The results of incrementing 5% each time allow us to identify the interesting intervals as [65%, 70%), [75%, 80%) and [80%, 85%] respectively for MM, HW and AL case studies. Thus, any value in these intervals can be selected as a threshold to be considered respectively for each case study. We rely on the number of functionalities of the analyzed SPVs to select threshold values in these intervals. We use the number of classes of SPVs as indicators for the number of functionalities implemented in the SPVs (direct proportion). We assign 70%, 77% and 83% as threshold values respectively for MM, HW and AL case studies. Table 1 shows the detail results obtained based on these threshold values. It presents the total number of potential services (TNOPS) identified based on the analysis of all SPVs, the average size of these services (ASOS) in terms on number of included classes, the average value of the Functionality characteristic (AF), the average value of the Self-containment characteristic (ASC) and the average value of the Composability characteristic (AC).

Figure 10 presents an example of a potential service extracted from HW. This service is identified by considering GoClassToNavigableClass as the core class. The quality fitness function reaches the peak value when we add 18 classes to this identified service. We find that classes added later reduce the quality of the identified service. Therefore, we reject classes added after the 18th class to be part of this identified service.

5.3.2. RQ2: What potential services implement similar functionalities across different SPVs?

Table 2 presents the results of the process of grouping similar potential services into clusters. For each case study, it shows the number of clusters (NOC), the average number of classes in the identified clusters (ANSC), the average number of Shared classes in these clusters (ANSCS), the average value of the Functionality characteristic (AFS), the average value of the Self-containment characteristic (ASCs) and the average value of the Composability characteristic of the Shared classes (ACS) in these clusters. The results show that SPVs sharing a bunch of similar services. For instance, each SPV of MM has 24.5 services in average. These services are grouped into 42 clusters. This means that each SPV shares 5.38 services with the other SPVs, in average. Thus, a reusable service can be identified from these services. In the same way, AL SPVs share 5.26 services. Table 3 shows an example of a cluster of similar services identified from AL case study, where X refers to that a class is a member in the corresponding SPV. In this example, we note that the services have 5 Shared classes. These classes have been identified to be part of the same service in 9 SPVs of AL. Thus, they can be considered as core classes to form a reusable service that is reused in the 9 SPVs.

<table>
<thead>
<tr>
<th>Family Name</th>
<th>TNOPS</th>
<th>ASOS</th>
<th>AF</th>
<th>ASC</th>
<th>AC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MM</td>
<td>24.50</td>
<td>6.45</td>
<td>0.56</td>
<td>0.71</td>
<td>0.83</td>
</tr>
<tr>
<td>HW</td>
<td>96.6</td>
<td>5.55</td>
<td>0.61</td>
<td>0.76</td>
<td>0.99</td>
</tr>
<tr>
<td>AL</td>
<td>811</td>
<td>11.38</td>
<td>0.64</td>
<td>0.83</td>
<td>0.89</td>
</tr>
</tbody>
</table>

TNOPS: total number of potential services.
ASOS: average size of potential services in classes.
AF: average value of the Functionality characteristic of potential services.
ASC: average value of the Self-containment characteristic of potential services.
AC: average value of the Composability characteristic of potential services.
service is removed to avoid the redundancy.

Table 3 shows examples of a set of reusable services that are identified based on the analysis of Mobile Media. Where, NOV refers to the number of SPVs that contain the service, NOC represents the number of classes that form the service. S, A and C respectively represent the Functionality, the Self-containment, and the Composability of each service. As it is shown in Table 3; the second service provides two functionalities, which are Add Constants Photo Album, and Count Software Splash Down Screen. The former one deals with adding a photo to an album, whereas the latter one counts the Splash Down Screen. In this case, the first service provides two functionalities, which are Add Constants Photo Album, and Count Software Splash Down Screen. The former one deals with adding a photo to an album, whereas the latter one counts the Splash Down Screen.
album. The letter is dedicated to the splash screen service.

Table 5: Some services

<table>
<thead>
<tr>
<th>Description of the functionalities</th>
<th>NOV</th>
<th>NOC</th>
<th>F</th>
<th>S</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Constants Screen Album Image</td>
<td>6</td>
<td>6</td>
<td>0.99</td>
<td>0.75</td>
<td>0.89</td>
</tr>
<tr>
<td>Add Constants Photo Album</td>
<td>8</td>
<td>10</td>
<td>0.57</td>
<td>0.75</td>
<td>0.89</td>
</tr>
<tr>
<td>Count Software Splash Down Screen</td>
<td>6</td>
<td>9</td>
<td>0.67</td>
<td>0.50</td>
<td>0.85</td>
</tr>
<tr>
<td>Base Image Constants Album Screen Accessor List</td>
<td>6</td>
<td>9</td>
<td>0.67</td>
<td>0.50</td>
<td>0.85</td>
</tr>
<tr>
<td>Controller Image Interface Thread</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NOV: the number of SPVs that contain the services.
NOC: the number of classes that form the services.
F: the value of the Functionality characteristic of the services.
S: the value of the Self-containment characteristic of the services.
C: the value of the Composability characteristic of the services.

5.3.4. RQ4: What is the reusability of services identified based on ReSide?

The results obtained from MM, HW and AL case studies are respectively presented in Figure 13, Figure 14 and Figure 15. These results show that the reusability of the services which are identified from a collection of similar software is better than the reusability of services which is identified from singular software. We note that the reusability is increased when the number of K is increased. The reason is that the number of train SPVs is increased compared to the test SPVs. For example, there is only one test SPV when K=8. We note that the difference between the reusability results of the two approaches is increased as well as the number of train SPVs is increased.

The slight difference between the reusability results for small K comes from the nature of our case studies, where these case studies are very similar. Consequently, the resulting services are closely similar. In other words, there are many groups of similar services containing exactly the same classes. This yields a reusable service that is identical to cluster services. Therefore, the reusability has the same value for all of these services. However, ReSide remains outperforming the traditional service identification approach proposed by Adjoyan et al. [6]. In Table 5.3.4, we provide a conceptual comparison between the ReSide and Adjoyan approaches based on seven attributes.

6. Discussion

6.1. Deployment of the identified services

ReSide currently reverse engineers the structural implementation of reusable services in terms of groups of object-oriented classes. To complete the reengineering to SOA, these groups of classes need to be transformed and packaged based on existing service-oriented models. Therefore, in our near future work to extend ReSide where reusable web services (e.g., generate WSDL files) and REST services can be generated from these groups of clusters identified in this paper. In this context, we need to deal with direct dependencies between different services, exception handling of Java programs and the instantiation of services.

6.2. The adaption of our approach for SPVs that already applied SOA

Although our approach is designed for object-oriented SPVs, it can be adapted for SPVs that already applied SOA from the start. This adaptation is based on ignoring the first step of our approach (i.e., Identification of Potential Services in Each SPV) where we identify a set of services from the object-oriented implementation of each SPV. This means that we provide as input for the second step of our approach the already implemented services corresponding to the SOA of SPVs.

6.3. Threats to validity

ReSide is concerned by two types of threats to validity. These are internal and external.

6.3.1. Threats to internal validity

There are three aspects to be considered regarding the internal validity. These are as follows.
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1. The input we used to evaluate our approach are Abstract Syntax Trees (ASTs) of the analyzed SVPs. These ASTs obtained based on Eclipse Java Development Tools (JDT) API reflect static dependencies between source code entities. This means that all dependencies in the source code will be equally considered regardless of whether they are really existing or not compared to the program execution scenarios. As dependencies between source code entities are used to compute the value of the fitness function that evaluates the quality of clusters of classes to form services, then the precision of the identified services can be impacted. I.e., the fitness function may consider some dependencies that are not materialized in the program execution scenarios. Also, the ASTs do not consider polymorphism and dynamic binding. Consequently some dependencies are not captured (e.g., Java reflection dependencies). This impacts the recall of the identified services.

2. We use a hierarchical clustering algorithm to group similar services. We use this hierarchical clustering algorithm because it does not need to specify the number of clusters in advance as we do not know the number of services to be identified in advance. However, it provides a near optimal solution to the partitioning. Other grouping techniques may provide more accurate solutions, such as search-based algorithms. This will be a future extension of ReSide to implement simulated annealing and genetic algorithms.

3. Due to the lack of models that measure the reusability of object-oriented services, we propose our own empirical measurement to validate the reusability of the identified services. This can threaten the reusability validation results.

### Table 6: Comparisons between ReSide and Adjoyan’s approaches

<table>
<thead>
<tr>
<th>Attributes</th>
<th>ReSide approach</th>
<th>Adjoyan’s approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal</td>
<td>Service identification</td>
<td>Service identification</td>
</tr>
<tr>
<td>Input artifacts</td>
<td>Multiple software product variants</td>
<td>Single software product</td>
</tr>
<tr>
<td>Target development paradigm</td>
<td>Object-oriented</td>
<td>Object-oriented</td>
</tr>
<tr>
<td>Quality metrics</td>
<td>Structural and co-existence together</td>
<td>Structural dependencies</td>
</tr>
<tr>
<td></td>
<td>dependencies</td>
<td>Clustering algorithm</td>
</tr>
<tr>
<td>Used Algorithms</td>
<td>Authors’ defined heuristic and clustering algorithms</td>
<td>Clustering algorithm</td>
</tr>
<tr>
<td>Service interface identification</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Output</td>
<td>Clusters of classing corresponding to</td>
<td>Clusters of classing corresponding to</td>
</tr>
<tr>
<td></td>
<td>services</td>
<td>services</td>
</tr>
</tbody>
</table>
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6.3.2. Threats to external validity

There are two aspects to be considered regarding the external validity. These are as follows:

1. ReSide is experimented via SPVs that are implemented by Java. As other object-oriented languages (e.g., C++, C#) include other concepts than Java (e.g., templates and preprocessor directives in C++), we need to develop new parsers to handle these new concepts properly to allow ReSide to work with these other languages.

2. Only three case studies have been collected in the experimentation (Mobile Media, Health Watcher and ArgoUML). However these are used in several research papers that address the problem of migrating SPVs into software product line. On average, the selected case studies obtained the same results. We do not claim that our results can be generalized for other similar case studies without testing ReSide with a large number of case studies. This will be a logical extension of our work.

6.4. Research implications

As research implication, we find that services identified based on the analysis of multiple SPVs are more reusable than ones identified from singular software. We can generalize this conclusion to all domain of software reuse. E.g., when a collection of SPVs is available, it will be suitable to recover reusable entities (e.g., components, microservices, modules) by analyzing commonality and variability across these SPVs.

6.5. Practical implications

As it is mentioned in the motivation of the paper, SOA improves the management of reuse and maintenance of cloned SPVs. However, it provides limited customizability of services as they are used as black-boxes. Furthermore,
the performance of the identified services may be negatively impacted as the service technologies add communications between services. This impact can be amplified if the identified services rely on heavy data exchange. The security challenge might emerge if the identified services are going to be accessed by third-party applications.

7. Related work

In this section, we discuss four research areas crosscutting with ReSiDe. These are service identification, component identification, software product line architecture recovery and feature identification research areas. We decide to also include the latter three research areas because we find that they share with service identification similar input artifacts (e.g., source code) and technical analysis processes (e.g., reverse engineering, clustering algorithm) but with different conceptual identification goals (e.g., services vs component vs feature).

7.1. Service identification

Several service identification approaches have been presented to identify services based on the analysis of object-oriented software. According to the life cycle of service identification approaches, we classify approaches presented in the literature based on four axes: the goal of service identification approaches, we classify approaches presented in the literature based on four axes: the goal of service identification approaches, the process of service identification approaches aims to cluster elements of input artifacts into services. Existing approaches use several algorithms including clustering algorithm, genetic algorithm, formal concept analysis or user-defined heuristics. These algorithms rely on various quality characteristics in their fitness functions to maximize the service quality of identified clusters. Such quality characteristics are loose coupling, cohesion, service granularity level, service composability, self-containment, etc.

The output of these service identification approaches is normally a group of classes where each cluster represents the implementation of one service. Some approaches propose to package these clusters to form web service. REST services or microservices. Nevertheless, all of these existing service identification approaches perform the identification based on the analysis of only one single software product. Services are identified as group of object-oriented elements that have strong object-oriented dependencies without considering the global reusability of these elements together in other software products. Therefore, the identified services may be useless in other software products and consequently their reusability is not guaranteed. In our evaluation results where we compare our approach with a traditional one, we find that the reusability of services identified by considering multiple software products outperforms the reusability of services identified using the traditional service identification approaches.

7.2. Component identification

Following the definitions of services and software components, we find that services are very similar to software components in terms of their characteristics (loose coupling, reusability, autonomy, composability, etc.). However, we can distinguish between services and components based on two aspects: the granularity level and the deployment technologies and models. Services start at higher level of abstractions compared to components. A service can be a part of a business process (at the requirement level), an architectural element (at the design level) and a function (at the implementation level). Components appear only at the design level and the implementation level in terms of

[a] A component is “abstract, self-contained packages of functionality performing a specific business function within a technology framework. These business components are reusable with well-defined interfaces”.

[b] A component is “a unit of composition with contractually specified interfaces and explicit context dependencies only. A software component can be deployed independently and is subject to composition by third parties”.

[c] A software element that (a) encapsulates a reusable implementation of functionality, (b) can be composed without modification, and (c) adheres to a component model.
architectural elements and functions. Services and components models that are used to technically implement them. For examples, services can be web-services, REST services, etc., while components can be OSGi, Fractal, SOFA, etc. These have variations in their specification that make the implementations of services and components varied and respectively their provided and required interfaces.

Therefore, we can see that service identification and component identification are very similar in terms of identifying architectural elements that represent main reusable functionalities, but they are different in the way of packaging these functionalities following SOA or component-based models and deployment technologies (e.g., REST services vs OSGi components).

Many approaches were proposed to identify components from object-oriented software such as Fractal, SOFA, etc. These approaches mined components from single software that limits the reusability of identified components.

In [66], Kebir et al. extracted the component-based architecture based on partitioning classes into classes corresponding to components. The partitions are based on static code dependencies.

Mishra et al. [67] also extracted the component-based architecture. Components are extracted based on information realized in use cases, sequence diagrams, and class diagrams. Unlike source code, sequence diagrams, use cases, and class diagrams are not always available. Hamza [72] identified components from requirements and use cases using formal concept analysis. He focused on the component stability rather than the component reusability.

Allier et al. [68] depended on dynamic dependencies between software classes to extract a component-based architecture. They relied on the use-cases to identify the execution trace scenarios. Classes that frequently occur in the execution traces are grouped into a component.

Liu et al. [69] identified interfaces of identified components. Similar to our approach, they defined a component interface as a group of methods belonging to the cluster of classes of an identified component. They relied on process mining tools to analyze the direct connections between the clusters of classes.

7.3. Software product line architecture identification

SPLA recovery approaches are similar to our approach in terms of the analysis of the variability between software products. However, compared to our service identification approach, they are different in their goal which is the identification of one architecture model that describes the design of a set of software products in the same family of software product line based on variation points and variants between architectural elements. In other words, their focus is more on the understandability of the design of the family of products than the reusability of identified services.

Technically, SPLA recovery approaches identify component-based architecture (not potential reusable services) from each software product as disjoint clusters of classes that describe the system structure of this product. Then, they analyze the variability between the recovered architectures to identify variation points and variants using clone detection algorithms, clustering algorithms, or user-defined heuristics. They identify different aspects of SPLA such as mandatory components, optional components, component variability, variability dependencies between different components, and feature model of architecture variability.

7.4. Feature identification

The distinguish between service identification and feature identification approaches comes from the differences between the concepts of a service and a feature. We have different goals and details processes to achieve these goals. Following Kang et al [83], a feature is defined as a non-structural element that provides user visible aspects. On the other hand, a service is a structural (architectural) element that could implement either user visible or invisible aspects. Furthermore, services and features belong to various abstraction levels. Features abstract software requirements in a high level (e.g., requirement level), and services are architectural elements at the design level. Please note that services can be used to represent the implementation of features at the design level. The mapping model could be many-to-many, many-to-one, one-to-many or one-to-one depending on the software engineers’ decisions. Technically, features does not have any interfaces that represent the interaction between each others, rather than service interfaces, required and provided ones.

Feature identification has been investigated by many approaches. These aims to identify program units such as methods, or classes that represent features related only to user visible aspects, and without considering the position of these feature at the design level. Dit et al. [84] provided a survey of feature identification approaches. Features were identified based on the analysis of single software product like Fractal, SOFA, or based on the analysis of multiple software products by exploring the commonality and the variability between these products like SOFA, Fractal, etc.

8. Conclusion

In this paper, we presented ReSId (Reusable Service Identification): an automated approach that identifies reusable services based on the analysis of a set of similar object-oriented SPVs. ReSId identifies reusable functionalities of cloned codes that can be qualified as services across multiple SPVs based on the analysis of the commonality and the variability between the source code of these SPVs. We consider that identifying service based on the analysis...
of multiple SPVs provides more guarantee for the reusability of the identified services, compared to the analysis of singular SPV.

ReSIde firstly identifies all potential services from each SPV independently. A potential service is defined based on a group of object-oriented classes identified gradually based on one core class. Groups of classes have quality values exceeding a pre-defined threshold value are considered as potential services. Then, ReSIde explores the commonality and the variability between the identified potential services to identify ones that are shared between different SPVs. The identification of these shared services is based on a clustering algorithm. From each cluster of services ReSIde extracts one common service that represents that most reusable and quality-centric service in this cluster.

To validate ReSIde, we applied it on three case studies of product variants of three different sizes: 8 products of Mobile Media as a small-scale software (43.25 classes per product), 10 products of Health Watcher as medium-scale software (137.6 classes per product), and 9 products of Argouml as a large-scale one (2198.11 classes per product). The results demonstrated the applicability of ReSIde on the selected three case studies and the capability to identify reusable services that can be existed in multiple SPVs. We proposed an empirical measurement method to evaluate the reusability of the identified services. The results of this measurement method showed that the reusability of the identified services based on ReSIde is better than the reusability of those identified based on the analysis of singular software product.

As future directions, we plan to extend ReSIde to transform the object-oriented implementation of identified services into truly deployable services by making them adhere to one or more SOA models such as Web services or microservices. Also, we want to evaluate the reusability of the identified services based on the human expert knowledge.
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