
HAL Id: hal-02985731
https://hal.sorbonne-universite.fr/hal-02985731

Submitted on 12 Nov 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Dynamical Re-crossing in the Intercalation Process of
the Anticancer Agent Proflavine into DNA

V. M Hridya, James T Hynes, Arnab Mukherjee

To cite this version:
V. M Hridya, James T Hynes, Arnab Mukherjee. Dynamical Re-crossing in the Intercalation Process
of the Anticancer Agent Proflavine into DNA. Journal of Physical Chemistry B, 2019, 123 (51),
pp.10904-10914. �10.1021/acs.jpcb.9b08470�. �hal-02985731�

https://hal.sorbonne-universite.fr/hal-02985731
https://hal.archives-ouvertes.fr


Dynamical Recrossing in the Intercalation Process of the An-
ticancer Agent Proflavine into DNA
V. M. Hridya†, James T. Hynes§,‡,*, and Arnab Mukherjee†,*

†Department of Chemistry, Indian Institute of Science Education and Research Pune-411008, India
§Department of Chemistry, University of Colorado, Boulder, CO 80309-0215 USA
‡Ecole Normale Supérieure-PSL Research University, Chemistry Department, Sorbonne Universités-UPMC University Paris 
06, CNRS UMR 8640 Pasteur, 24 rue Lhomond, 75005 Paris, FR

ABSTRACT: Intercalation into DNA is the interaction mode of some anthracycline antibiotics. Recently, this process’s molecular 
mechanism was explored using the static free energy landscape. Here we explore the dynamical effects in the intercalation of 
proflavine into DNA by calculating the transmission coefficient κ -- providing a measure of the departure from Transition State 
Theory for the reaction rate constant -- by examination of the recrossing events at the transition state. For that purpose, we first 
found the accurate transition state of this complex system -- as judged by a committor analysis -- using a set of all-atom simulations 
of total length 6.3 millisecond. In a subsequent calculation of the transmission coefficient κ in another extensive set of simulations, 
the small value κ=0.1 was found, indicating a significant departure from TST. Comparison of this result with Grote-Hynes and 
Kramers theories shows that neither theory is able to capture this complex system’s recrossing events; the source of this striking 
failure is discussed, as are related aspects of the mechanism. This study suggests that, for biomolecular processes similar to this, 
dynamical effects essential for the process are complex in nature and require novel approaches for their elucidation.

INTRODUCTION

   Molecular recognition, a specific non-covalent interaction be-
tween two or more molecules, is an important process governing 
many biological activities. Intercalation is a specific type of mole-
cular  recognition  where  the  planar  aromatic  moiety  of  a  small 
molecule inserts between two consecutive base pairs of a DNA 
strand1-3. Intercalation causes structural changes to the strand and 
can  inhibit  replication  and  transcription  of  DNA,  subsequently 
leading to cell death4. Hence, these small molecules are potential 
drugs for cancer therapeutics. 

  Proflavine is one such small aromatic molecule which can inter-
calate into DNA. Due to its toxicity and nonspecificity5, it is not 
currently used as an anticancer drug. However, modifications are 
underway for better specificity and druggability5. From the kinetic 
studies of proflavine-DNA interaction, it was found that the inter-
calation process comprises at least two steps: formation of a fast 
outside bound state (minor groove-bound drug or major groove-
bound drug), followed by a slow insertion process6. It was pro-
posed earlier6 that the insertion proceeds by either of two mecha-
nisms: (i) one where the drug waits outside the DNA and inserts 
itself  between  the  base  pairs  when  the  cavity  becomes  large 
enough due to fluctuations and (ii) the second where drug induces 
a cavity between the base pairs and forces itself into the DNA. 
Recently,  some  of  us  calculated  intercalation  pathways  of 
proflavine  from major  and  minor  grooves  using  well-tempered 
metadynamics and provided evidence in favor of the drug-induced 
cavity formation mechanism7-8.   The constructed minimum free 
energy  path  also  revealed  the  process’s  mechanistic  details 
through its static free energy landscape8.

 The dynamical aspects of the intercalation process are far less 
clear than its current thermodynamical understanding. Transition 
state theory (TST)9 is widely used to calculate the rate constant (

) of a reaction from its static free energy profile. However, 
TST neglects any dynamical effect such as system’s recrossing of 
the transition state surface and thus overestimates the reaction rate 
constant. In the absence of tunneling, the correct rate constant is 
provided by multiplying the TST rate by the transmission coeffi-
cient (TC). It is therefore a correction factor, often denoted by , 
with a value of unity or less. It has been shown that incorporation 
of the dynamical effects in the reaction via a transmission coeffi-
cient in TST rate improves the rate prediction.10-11 The exploration 
of  the recrossing or  dynamical  effects  thus  provides  the “true” 
description of the process. For intercalation system, this knowl-
edge may well be relevant for designing better intercalators and, 
therefore, better anticancer drugs. 

  The importance of recrossing has been illustrated in some bio-
molecular  systems.  For  example,  it  has  been observed that  the 
amount of recrossing is less in the active site environment of an 
enzyme-catalyzed reaction compared to its uncatalyzed aqueous 
solution  counterpart.  Therefore,  beyond decreasing  the  reaction 
barrier, the enzyme increases the TC (less recrossing) to increase 
the rate of the reaction, although to a smaller extent compared to 
the former.12-14 The  and the TC values depend on the choice 
of the reaction coordinate (RC). But the actual rate constant  of 
the reaction (which is related to a steady-state flux) is independent 
of that choice. An improper RC or a non-optimal dividing surface 
can automatically  result  in  a  very poor  TC estimate.  However, 
Peters et al.  showed that even with an optimal dividing surface 
choice,  the recrossing phenomenon can remain unavoidable,  as 
illustrated for an ion-pair dissociation.15 In the presence of a sup-
posedly perfect dividing surface, the coupling of the environment 
degrees of freedom with the RC motion can cause recrossing. 

   The first attempt to include the effect of environment-induced 
recrossing  on  the  rate  of  a  reaction  was  given  by  Kramers  in 
1940.16 He considered the escape of a Brownian particle in a well 
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across a barrier, with a solvent as environment; he used the ordi-
nary Langevin equation (with continuum solvent description and a 
markovian, memory-less friction) to describe its motion in a po-
tential in the presence of a frictional force and a random force. 
The Langevin equation employs a static friction constant, which -- 
it is now appreciated -- assumes that the correlation time of the 
solvent frictional force is small on the time scale of the barrier 
crossing. In many cases, however, the solvent forces will often not 
relax fast on the time scale of barrier crossing. Then the time cor-
relations or memory effects of the solvent forces need to be in-
cluded  via  a  friction  kernel.  This  was  realized  by  Grote  and 
Hynes, who focused on dynamics in the transition state region and 
employed the generalized Langevin equation (GLE) to describe 
the motion of the reacting system across the barrier.17-18 The GLE 

for the motion of the reaction coordinate  in a parabolic po-
tential of  is given by

Here the first term on the right-hand side represents the situation 
when the solvent molecules equilibrate to the RC motion, i.e., it 
describes the equilibrium solvation force due to the potential of 
mean force (PMF). The non-equilibrium solvation force, in which 
the solvent molecules do not have enough time to equilibrate, is 
given by the second term,  which incorporates  a  friction kernel 
accounting for  both the short  and long-time correlations of  the 
solvent  forces.  The last  term represents  the  random fluctuating 
forces.

Figure 1. (a) Schematic representation of the reaction coordinates  and .  is the vector from the center of mass of the intercalating 
base pairs to the center of mass of the proflavine.  is the unit vector from the center of mass of the same base pairs to the center of mass of 

the two sugars.  and . (b) The two-dimensional free energy surface of the intercalation process from 

minor groove bound state (MNS) against  and .7-8 The FES does not have a well-sampled intercalated state and therefore it is not shown. 
The color bar on the top indicates the free energy values. The dotted white line represents the minimum free energy path. (c) Free energy 
values around the TS along the minimum free energy path, i.e., the white line shown in (b), plotted against the collective variable , with 
the intercalated product state having a small  value. Improvement of the latter calculation is described later.

 Using the GLE, combined with the Stable States Picture (SSP) 
involving the definition of reactant and product regions away from 
the transition state19,  Grote  Hynes theory (GHT) calculates  the 
rate constant via the time correlation function of the reactive flux. 
The overall rate is obtained from the product of TST rate and the 
transmission  coefficient  (TC),  ,  where  the  trans-
mission coefficient is given by the ratio of the reactive frequency 

 and the equilibrium barrier frequency  as . 

  Here  is related to the magnitude of curvature of the equilib-
rium free energy at the transition state, while  is the effective 
frequency for the reaction system’s motion across the barrier. In 
the GHT approach, the effective friction felt by the reaction coor-
dinate during the barrier passage at the TS can be much less than 
the full friction assumed by the Kramers theory (KT). The result-
ing GHT transmission coefficient can thus be considerably closer 
to unity (less recrossing due to less effective friction) than that 
predicted by KT.12, 20-21

  
  GHT has been applied successfully in many reaction model stud-
ies, including SN1 and SN2 reactions22-23, ion-pair association24-25, 
ion-transfer reaction21, electron transfer reaction26, proton transfer 

reaction27,  etc.  Several  transition  state  recrossing  studies  using 
GHT have also been used to understand the role of the environ-
ment in enhancing reaction rates in enzyme catalyses; examples 
include Michael addition by chalcone isomerase12, methyl transfer 
by  catechol  O-methyltransferase13  and  glycine  N-methyltrans-
ferase28,  reductive  methylation  by  thymidylate  synthase,20  etc. 
However, studies of dynamical recrossing remain uncommon in 
all-atom molecular dynamics simulations for complex biomolecu-
lar recognition processes such as the one presented here; this is 
due to the dual difficulty of finding an accurate description of the 
TS and identifying the appropriate reaction coordinate near the 
TS.
 
   Here we study the dynamical recrossing effect in the intercala-
tion process of the anticancer agent proflavine through the minor 
groove of DNA in aqueous solution. With the aid of our previous 
detailed study of the intercalation pathway of proflavine7, we have 
searched for the accurate transition state using committor proba-
bility  calculations  with  several  probable  TS candidates.  Subse-
quently,  we  performed  reactive  flux  formalism  simulations  to 
estimate  the  intercalation’s  transmission  coefficient  (TC);  the 
result  was  then  compared  with  the  theoretical  estimates  using 
GHT and KT. We find that both GHT (surprisingly, given its ex-
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tensive success indicated above) and KT are in considerable dis-
agreement with the reactive flux simulation result. We will discuss 
reasons for the discrepancy in terms of trajectory and mechanistic 
details, closing with a discussion of some implications of the dy-
namical effect in this complex biophysical process.

METHODS

(a) Simulation details. The simulated system consists of a twelve 
base  pair  DNA  d(GCGCTCGAGCGC)2  and  a  protonated 
proflavine  (constituting  784  atoms),  all  solvated  with  11763 
TIP3P29 water molecules in a cubic box. Twenty-two sodium ions 
and one chloride ion were added to neutralize the negative charges 
on the DNA and the positive charge on the proflavine, respective-
ly.  The AMBER99/parmbsc030-31  force field was used for DNA 
and  the  general  Amber  force  field  (GAFF)32  was  used  for 
proflavine.  Constant  particle,  volume,  and  temperature  (NVT) 
simulations  were  carried  out  using  the  Nose-Hoover 
thermostat33-34 with a coupling constant of 0.4 ps to maintain the 
temperature at 300 K. The time step of each simulation was 2 fs. 
The  electrostatic  interaction  was  treated  using  Particle  Mesh 
Ewald35 with a cutoff at 10 Å, and the van der Waals cutoff was 
taken  to  be  10  Å.  All  the  simulations  were  carried  out  with 
GROMACS36.

(b) Design of the reaction coordinate. Reaction coordinates used 
for monitoring the intercalation simulations were the distance and 
angular  coordinates  37-38  and  7,  respectively  (see  Fig.  1a). 
While  defines the position of the drug with respect to the inter-
calation base pairs, the collective variable  denotes the position 
of the drug along the helical axis of the DNA. As discussed in 
Ref. 7, the coordinates  and  together can distinguish between 
the reactant, product, and intermediate states of the intercalation. 
As we show within,  is more important near the TS, and accord-
ingly we chose  as the reaction coordinate for estimating recross-
ing and calculating the TC value.  Apart  from these two, a few 
other coordinates such as DNA base step parameters (Rise, Roll, 
etc.) and number of water molecules around DNA and proflavine 
seem to be relevant for the recrossing effects for the reaction, as 
discussed within. 

(c) Transition state (TS) determination. In principle, recrossing 
can be studied by starting a trajectory from the reactant. However, 
the free energy barrier for proflavine intercalation is estimated to 
be 16.9kcal/mol7,  implying a time scale of milliseconds for the 
process. Several such simulations for a millisecond-long process 
are currently beyond computational reach. Hence, we adopt the 
common strategy of starting a simulation from the TS, following 
it  forward and backward in  time until  it  forms reactant  and/or 
product.  This  requires  far  less  time  (by  many  orders  of 
magnitude), since falling from the TS to the reactant or product 
basins is a process downhill in free energy. One characterization 
of  a  TS would be that  it  is  a  point  (more generally a  surface) 
which would produce statistically  equal  proportion of  reactants 
and products in unbiased simulations -- this is the prescription for 
a  committor  analysis.39-40  Naturally,  a  precise  and  accurate  TS 
structure needs to be first found for such calculations, now de-
scribed. 
   
   In this context, we sought assistance from our previous study on 
the detailed free energy landscape (Fig. 1b) of proflavine interca-

lation, starting from the minor groove and following the process 
through to the insertion into DNA.7 In a one dimensional perspec-
tive, the point in the minimum free energy path with the highest 
free energy -- shown in Fig. 1c involving one of the reaction co-
ordinates  -- can be regarded as the first guess for the probable 
TS. This guess is however insufficient. Accurate calculation of the 
transmission coefficient requires an accurate transition state, but 
there  are  errors  associated  with  the  quoted  metadynamics  free 
energy calculation.  In  fact,  we will  show that  the  TS obtained 
from these calculations -- although structurally and free energeti-
cally close to the actual TS -- is not sufficiently accurate for a 
committor probability calculation.  Nevertheless,  it  does provide 
an initial guess in the search for a more accurate TS. 

  To obtain a more precise TS, we first performed umbrella sam-
pling  simulations  to  calculate  free  energy  along   around  the 
highest free energy value obtained from the earlier metadynamics 
study7.   Next,  we chose a few configurations with the reaction 
coordinate value close to the highest value in the free energy pro-
file  obtained  from  umbrella  sampling.  We  then  calculated  the 
committor probability of each of these TS candidates by carrying 
out ~1000 simulations for 300 ps, each with different initial veloc-
ity distributions; for these we counted whether these configura-
tions landed in the product (intercalated state with ) or 
reactant  (away from DNA with state.  A true TS will 
result  in  50% probability  for  both  reactant  and  product.41  The 
reactant and the product Stable States’ boundaries were decided 
based on the distribution of the reaction coordinate values at the 
endpoint (300th ps) of each trajectory, as shown in SI sec. I. 
  
We point out that the state we consider as reactant in this study is 
not precisely the minor-groove bound state, but is rather an inter-
mediate separated state that is free energetically close to that state.
8 This intermediate state can be seen in Fig 1b as the minimum 
located at =0.6 nm and °. If a particular trajectory did 
not  reach any of  the  Stable  States  during the  given simulation 
time, it was discarded. Time reversibility was achieved by using a 
negative time step in the velocity Verlet algorithm42 used to inte-
grate the equations of the motion. 

(d)  Evaluation  of  transmission  coefficient  from  MD  study. 
Once the TS was identified, we created many configurations by 
fixing the reaction coordinate’s value and allowing other degrees 
of freedom to equilibrate. Subsequently, we chose ~ 1000 configu-
rations randomly from this collection and performed simulations 
both forward and backward in time. Since the RC was fixed, we 
chose  the  RC velocity  randomly  from the  Maxwell-Boltzmann 
distribution. If the system reached either of the Stable States, they 
were classified as reactant or product according to the value of 
RC; otherwise the trajectory was discarded.

 The trajectories starting from the TS were classified as RP (reac-
tant→product) if the forward part of a trajectory (positive time) 
resulted in the product and the reverse part of the trajectory (nega-
tive time) ended up in the reactant basin (see SI sec. II). If both 
forward  and  backward  parts  of  a  trajectory  led  to  the  reactant 
basin, it was categorized as RR (reactant→reactant). Similarly, if 
both parts led to the product, it was labeled as PP (product→prod-
uct) trajectory. The last possibility for a trajectory is to end in the 
product in backward propagation and reactant  basin in forward 
propagation. These were labeled as PR (product→reactant) trajec-
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tories. The RR and the PP trajectories correspond to the recrossed 
trajectories. Once these statistics were obtained, the transmission 
coefficient  was calculated by reactive flux formalism22, 43, which 
defines  as the ratio of the actual rate to the rate predicted by TST 
as

where “+” represents trajectories with an initial positive flux,   is 
the probability to have the  initial configuration and  is the 
velocity of the reaction coordinate  (calculated by forward dif-
ference method15). Since the value of  decreases from reactant to 
product in the present system, a negative RC velocity obtained 
from the forward difference method is considered as positive flux 
for our calculations. The factor  is given by

(e)  Estimation of  transmission coefficient  (TC)  from Grote-
Hynes theory (GHT).  As mentioned in the Introduction,  GHT 
expresses the TC κ as the ratio of the reactive frequency  to the 
equilibrium barrier frequency  17-18

The reactive frequency is the effective frequency of the motion 
across the TS barrier along the RC for successful reaction. It de-
pends on both the equilibrium barrier frequency and the effective 
friction kernel and is obtained by solving the self-consistent equa-
tion

The time-dependent friction kernel  measures the non-equi-
librium coupling of the RC to other degrees of freedom at the TS; 
it  is obtained from the time correlation function of the forces44 

 exerted by all other degrees of freedom on the fixed RC, 
evaluated at the TS;  is the RC’s reduced mass whose deter-
mination is described below,  is the temperature, and  is the 
Boltzmann constant.  In  order  to  calculate  ,  the  barrier  fre-
quency when equilibrium solvation is maintained, the reaction’s 
potential of mean force (PMF) obtained along the RC near the TS, 
using umbrella sampling simulations mentioned before, was fit to 
a parabolic function as

Here  is the PMF’s change in the RC  with respect to 
the maximum, located at . From the magnitude of the negative 
force constant thus obtained, we calculated the equilibrium barrier 
frequency (the imaginary barrier frequency’s absolute magnitude) 
as

Finally, the average square of the RC velocity,  at the TS pro-
vides  the  reduced  mass  via  the  equipartition  theorem, 

.45

RESULTS
(a) Finding the transition state. Starting from an accurate TS, 
the system has equal probabilities to end up as products (interca-
lated state) and reactants (minor groove-bound state). As the first 
TS guess, we chose the configuration corresponding to the meta-
dynamics-generated (see Methods) free energy surface’s highest 
point (referred as CN1 in Fig. 3 which shows the location and 
structure of different TS candidates) obtained from the previous 
metadynamics calculation (Fig. 1b). With this choice of configura-
tion, we then calculated the committor probability. While we had 
expected close to 50% product formation, we found instead that 
out of 1000 simulations, 93% formed products.

Since  this  selected point  obviously  cannot  be  the  actual  TS,  it 
might initially be regarded as surprising that the MFEP’s highest 
point obtained from metadynamics deviates so strongly from the 
expected committor probability. The likely reason is that the non-
equilibrium sampling metadynamics method – such as employed 
by Sasikala et al 7 -- may not sample the high energy TS region 
adequately unless both the reactant  and product are completely 
sampled.  The  free  energy  surface  metadynamics  exploration  in 
Ref. 7 did not require adequate sampling of the intercalation state 
product, resulting in an inaccurate TS estimate. Nonetheless, we 
can infer from the 93% product formation result  that  this CN1 
point lies only 1.18 kcal/mol towards the product. Thus, despite 
the extreme difficulty -- in a system with more than 30,000 atoms 
-- to precisely locate the TS (surface) providing equal probability 
for generation of reactant and product,  our prior metadynamics 
simulation can aid us to narrow our TS search. 

Figure  2.  The  black  circles  represent  the  free  energy obtained 
from umbrella sampling simulations along the reaction coordinate 
� . The red line is the parabolic fit to the potential of mean force 
near the TS ( �  in the range from 0.38 nm to 0.42 nm) to obtain 
the equilibrium barrier  frequency �  via  Eqs.  7  and 8.  Rapid 
departure  of  the  parabolic  approximation  away from the  TS is 
apparent.

   Accordingly, we recalculated the free energy profile along  in 
the  neighborhood of  the  metadynamics  TS.  Umbrella  sampling 
simulations46 were performed to both locate the highest free ener-
gy point and obtain the free energy profile’s curvature. This gave a 
free energy surface with =0.4 nm as the highest point (Fig. 2). 
Thus, twenty more configurations (CN2-CN21), most having the 
value of  in the range 0.4±0.05 nm, were chosen as TS candi-
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dates  to  be  verified  through  committor  probability  calculation. 
Even though these structures have  values within the neighbor-
hood of 0.4 nm, they differ in terms of various other parameters, 
as shown in Table S1 of SI sec. III. Figure 3 shows the locations 
of  some of the representative TS candidates in the free energy 
surface (FES). 

Figure 3. The free energy surface (FES) in Figure 1b is zoomed 
in near the transition state. The dotted line represents the mini-
mum free  energy path.  The green circles  in  the  FES represent 
some of the transition state candidates chosen for committor prob-
ability calculation.  The reaction coordinate values are indicated 
below each structure.  The detailed structural comparison of the 
selected TS and that obtained from metadynamics is given in Ta-
ble S1 of SI.

  For every TS candidate, we have run multiple simulations of 300 
ps each to obtain a statistically converged probability of Stable 
product formation (the probability of Stable reactant formation is 
complementary). The probability of product formation is just the 
ratio of the trajectories that reach the product by this total number. 
We counted the number of trajectories reaching either the reactant 
or the product within 300 ps. As the number of simulations in-
creases, the probability estimate finally converges to a particular 
value.  We  have  plotted  this  percentage  of  product  formation 
against the number of trajectories in Fig. 4 for each TS candidate. 
After the initial fluctuations, the probability converges to a partic-
ular value beyond ~600 trajectories. The number of simulations 
was  extended  to  1000  to  test  the  convergence.  Thus,  we  have 
performed 1000 simulations, each 300 ps long, for each of the 21 
configurations, i.e.,  a total of 6.3 millisecond simulation to find 
the most probable candidate for the TS. Figure 4 shows that prod-
uct formation from CN21 (  = 4.1 Å) is closest to 50% (51.6%); 
it is therefore taken as the most accurate TS. We point out here 
that although we used a single structure to determine the commit-
tor probability, an ensemble of TS configurations could be more 
appropriate. In fact, we have used an ensemble of TS configura-
tions  for  determining  the  transmission  coefficient,  as  we  later 
discuss.

Figure  4.  Percentage  of  Stable  product  formation  is  plotted 
against the number of trajectories. The CN # corresponds to the 
different initial configurations. The black dotted line at 50% is to 
guide the eye.

 (b) MD-simulated reactive flux and transmission coefficient. 
Once CN21 was identified as the TS using committor analysis just 
described, we ran a MD simulation with CN21 as the initial struc-
ture to sample the TS configurations by freezing the intercalating 
base  pairs  and  proflavine  coordinates  to  both  maintain  the  TS 
value  and prevent any significant variation of other 
DNA parameters such as Rise, Roll etc. Configurations randomly 
picked from this simulation were then used as the initial configu-
rations for the 417 simulations to calculate the transmission coef-
ficient; these were carried out forward and backward in time with 
different Maxwell-Boltzmann distributed initial velocities for 300 
ps each. 24 trajectories were discarded since they reached neither 
the reactant nor the product state during the simulation time. 
   The transmission coefficient calculated from this data is 0.1. 
Figure 5a shows the same as a function of simulation time, indi-
cating that the plateau value converges beyond 150 ps (a remark-
ably long time). This value -- a result far below the TST predicted 
value of  unity  --  indicates  significant  recrossing in  proflavine’s 
intercalation into  DNA through the minor  groove pathway.  We 
next  turn  to  the  Grote-Hynes  and  Kramers  predictions  for  this 
transmission coefficient.
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Figure 5.  (a)  The time-dependent  transmission coefficient  �  
obtained from MD simulations using the reactive flux formalism. 
�  plateaus to the value κ = 0.1. (b) The friction kernel for the 
RC fixed at the transition state, with the inset showing the initial 
decay. The friction kernel does not contribute to the transmission 
coefficient  beyond  3  ps,  so  motions  occurring  on  timescales 
longer than this do not play a role in the coefficient’s value.

    Table 1. Various intercalation reaction valuesa 

a – calculated via friction kernel integration up to 3 ps (see Fig. 
5b)

(c) Grote-Hynes Theory. We compare our numerical result for 
the intercalation reaction’s TC with GHT, which provides an esti-
mate  as the ratio of the reactive frequency and barrier fre-
quency (see Method for details). The barrier frequency was ob-
tained to be 4.63 ps-1 via Eqs. 7 and 8 (Table 2) after fitting the 
PMF obtained from the umbrella sampling simulations (Fig. 2) to 
an inverted parabola near the TS.
  To obtain the reactive frequency, we first calculated the friction 
kernel  in Eq. 6 after constraining the system at the transition 
state. , shown in Fig. 5b, is obtained as an average of ~300 
simulations of 10 ps each (a method selected since multiple short 
simulations with different initial conditions give a better statistical 
average than a single long simulation)47; it displays a fast, initial 
decay followed by a much more slowly decaying small-amplitude 
oscillations around the mean value zero. The initial friction (zero 
time) value is 15.19 ps-2 and the total, integrated, friction constant 

 estimate is 0.25 ps-1. The reactive frequency , calculated by 
solving the self-consistent Grote-Hynes equation Eq. 5 was found 
to be 4.52 ps-1. Thus, the GHT estimate of the transmission coeffi-
cient , calculated via Eq. 4, is 0.98; this value, which is close 
to the TST result of κ=1, is an order of magnitude larger than the 
MD result (see Table 1). 
   If instead the KT approximation was adopted and the ’s full-
time integral  was inserted into the GH Eq. 5, the resulting reac-
tive frequency would be 4.51 ps-1; and the Kramers TC, , is 
0.97 , effectively the same result as the GHT, thus also incorrectly 
predicting that TST is quite accurate for the intercalation(see Ta-
ble 2). A model system calculation supports this κ value estimate 
(SI sec. IV).
 These considerable underestimations of the actual extensive re-
crossing indicate that there are more complexities involved in the 
drug  intercalation  system than  can  be  captured  by  a  frictional 
approach, even with the GHT time-dependent friction. We discuss 
these difficulties in the following section.

DISCUSSION
(a) Difficulties for GHT and KT with Reactive Flux Results 
for Drug Intercalation. Both Grote-Hynes and Kramers theories 
predict very little recrossing; the respective transmission coeffi-
cients 0.98±0.001 and 0.97±0.01, which are the same within the 
error bars, are extremely close to the TST value of unity. Why this 
conclusion follows from the theories and why they give the same 
prediction is detailed in SI sec. V. Here we discuss the marked 
discrepancy with the simulation κ result 0.1. 
  The key assumptions of GHT require that all recrossing events, 
which determine the κ value, occur on a fairly short time scale in 
the TS barrier top’s close vicinity; in this region, the free energy is 
taken  to  be  locally  parabolic,  and  the  time-dependent  friction 
kernel is evaluated fixed at the TS (KT can be regarded as a spe-
cial case of GHT in which a simple friction constant description 
suffices48). While these assumptions evidently hold in quite a wide 
range of reaction systems12-13, 28, 49-50, they are very clearly violat-
ed here. A number of trajectories recross the TS after wandering 
rather far from the TS, as now recounted.  
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Equilibrium barrier frequency (ωeq) 4.63 ps-1
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Figure 6:  The histogram of proflavine intercalation process tra-
jectories characterized by a given number of TS recrossings.

First, in Fig. 6, we characterize in more detail the TS barrier top 
recrossings of the proflavine intercalation process. This histogram 
shows  the  calculated  number  of  recrossings  in  each  trajectory, 
determined by observing how many times it crosses the TS reac-
tion coordinate value, 𝑋 = 4.1 Å. Clearly there are numerous re-
crossings, in contrast to their incorrect description as minimal in 
GHT and KT. Next, we display in Fig. 7a-c three types of trajecto-
ries (with Table 2 indicating the occurrence frequency); these are 
respectively a successful RP trajectory, an RR trajectory where the 
Stable intercalated product is not reached, and a PP trajectory, in 
which the Stable product is ultimately reached; in fact the trajec-
tory originated from the P side rather than the R side. A simplified 
discussion on this type of classification is given in SI sec. II. All 
these panels and their insets (except for Fig. 7a) show consider-
able recrossing of the TS involving large excursions in  away 
from the TS before recrossing (some with considerable time de-
lay), in clear violation of the GHT assumption. This phenomenon 
has been previously seen in only a few other reaction studies. 48, 

51-52 

Figure 7: Three representative trajectory results following trajectories that crossed the TS from the Stable reactant R to the Stable product 
P side at t=0 (see also SI sec. II for trajectory classification). The vertical dashed blue line denotes time t=0 and the horizontal dashed blue 
line denotes the reaction coordinate ’s value at t=0. Black solid line trajectories result from the forward simulation and the red solid line 
trajectories are their continuation simulation backwards in time. (a) A reactive RP trajectory, with a reasonably straightforward overall 
successful pathway from Stable reactant R to Stable product P. The inset shows recrossings near the TS, with recrossings evident prior to 
t=0. (b) A non-reactive trajectory of the RR variety that after the t=0 crossing of the TS moves towards the product P Stable State in the 
first few ps, but later recrosses to ultimately form reactant R. Multiple recrossings, including large amplitude ones, before and after t=0 are 
evident in the trajectory and in the short timescale inset, where large amplitude excursions are also apparent. (c) Another non-reactive tra-
jectory, here of the PP variety, so termed because even though the Stable product P is ultimately formed after crossing the TS at t=0, the 
history before t=0 shows that the trajectory ultimately originated from the product P and not the Stable reactant R. Large amplitiude re-
crossings are evident in the trajectory and the inset. Figure 2 can be consulted concerning the parabolic free energy assumption.
    

  Table 2. Statistics of RR, RP, PR and PP trajectories

*Note that there are more RR trajectories than PP trajectories; we 
speculate that this might be due to e.g. a potential hindrance in the 
product side, but in any event this requires further investigation.

We can further characterize the recrossing events by estimating 
the time taken for recrossing. To this end, we define and plot a 
histogram in Fig. 8a of  , the time taken between consecu-
tive recrossings. The main plot shows that most recrossings occur 
in a very short time, with the inset showing that there is only a 
small number of recrossings taking more than 20 ps. But this per-

spective -- while belying the GHT assumption that only very short 
time events are key for the transmission coefficient -- does not tell 
us how far the trajectory wanders from the TS before recrossing. 
To address this key aspect, we calculated the farthest value of  
away from the TS attained by a trajectory before recrossing; its 
histogram is plotted in Fig 8b. It is seen that majority of the re-
crossing occurs near or perhaps not inordinately far from the TS. 
But a very significant number of trajectories recross after wander-
ing far away from the TS region. The fundamental assumptions of 
GHT (and mutatis mutandis KT) are violated.

X
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RP RR PP PR
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Figure 8. (a) A histogram of the time taken between consecutive 
recrossings up to 20 ps. The inset shows the corresponding results 
for the times larger than 20 ps. (b) The histogram of the largest 
magnitude value of �  reached away from TS by a trajectory be-
fore recrossing. 

(b) Exploration of the intercalation mechanism.   Figures 6-8 
and their discussion above show that the Proflavine intercalation 
process  is  a  complex one with multiple  recrossings --  often of 
large amplitude excursions --  of the selected  reaction coordi-
nate from the TS; and it is noteworthy that this is despite the TS’s 
selection via a committor analysis. It seems clear that a more ex-
tended molecular  level  view of  the process will  be required in 
constructing a proper rate description. Here we take a first step in 
that  process  by  a  detailed  analysis  of  the  overall  intercalation 
process in terms of an extended set of drug, DNA and environ-
mental variables. 
Since intercalation is a millisecond long process, it is not possible 
to obtain the intercalation’s molecular mechanism with unbiased 
simulations.  However,  our  approximate  TS  determination,  fol-
lowed  by  the  reactive  flux  approach  of  running  forward  and 
backward simulations, enables us to at least probe some important 
aspects of the unbiased molecular mechanism of intercalation. In 
an effort to shed some light on the intercalation mechanism’s mol-
ecular level details, we have focused on the successful trajectories 
RP, and have examined the behavior of several quantities in addi-
tion to the selected reaction coordinate  (The results for all tra-
jectory types are given in the SI sec. VI Fig. S5). These are the 
coordinates ,  (see Fig. 1a and subsection (b) of Methods); the 
intercalating base pairs (IBP) variables Rise, Roll, Buckle, Shift, 
Slide, Twist7, 53 (see SI sec. VI Fig. S4 for these motions’ charac-
ter) and finally several variables related to water in the IBP neigh-
borhood: the number of hydrogen bonds between water molecules 
and the drug, as well as the number of waters around the drug and 
the IBP within 0.34 nm.
  Figure 9 displays plots of the simulation averages of all these 
variables versus time -- both before and after the TS passage for 
the successful RP trajectories --; each starts from CN21 as the TS 
(see Fig. 3 and subsection (b) of the Results section). A global 
picture of aspects of the mechanism in terms of these variables is 
provided by the Figure’s results during 300 ps preceding and 300 
ps after the trajectory initiation, since within this time frame, Sta-
ble reactant and product can be attained. We now examine details 
of these variables’ behavior. 
     The distance parameters  and  are similar if the angle  
between the drug and the DNA changes little, as is the case very 
near the TS, which we adopt as our central reference point in this 
discussion.  They  both  decrease  from  their  Stable  reactant  (R) 
value by about a third as the TS is approached, and ultimately 
each decreases the remaining ~2/3 fraction, to  ~0.1 nm in the 
Stable product. The angle  for R (~20°) and for the TS (~10°) 
are very similar, so this variable changes little as the TS is ap-
proached. But then it climbs to ~90° in the product (P), since after 

intercalation,  a  small  intercalated drug displacement  changes  
from 0° to 180° producing an average of 90°.    

Figure 9. The average successful RP reaction trajectory values, 
versus time before and after the TS, of the coordinates , , ; the 
IBP variables Rise, Roll, Buckle, Shift, Slide, Twist (see SI sec. 
VI for these motion’s character); and the water-related variables 
the number of hydrogen bonds between water and drug, the num-
ber of waters around the drug and the IBP within 0.34 nm. The 
vertical  dashed  lines  indicate  t=0.  The  horizontal  dashed  lines 
indicate the variable’s value at t=0. The changes in some of these 
profiles are not monotonic in nature.
  
  Turning to the IBP variables,  most of the significant Rise in-
crease from R occurs on the way to reaching the TS in order to 
allow the drug access to the intercalation region, with a smaller 
further subsequent increase in the intercalated P state. The Roll 
first increases to allow drug access, but then decreases as the TS is 
approached, continuing thereafter a large decrease towards P. This 
decrease when the proflavine completely intercalates is consistent 
with the previous observation by Sasikala et al. and others,7, 37-38 
that the Roll is high in the TS compared to a relaxed DNA. Buckle 
(a base variable) being similar to Roll (base pair variable) shows 
similar behavior.
  We now turn to the behavior of the Shift, Slide and Twist mo-
tions in Fig. 9. Compared to R, the TS is characterized by high 
Shift and low Slide values. The Shift increases appropriately from 
its normal DNA value of 0 Å in R as the TS is reached; it then 
rapidly  drops  significantly  to  the  negative  intercalated  P state 
value, indicating that the lower BPs are shifted towards the major 
groove more than the upper BPs. The Slide rapidly and signifi-
cantly drops from its small positive value in R to a negative value 
in the TS and then rapidly and symmetrically returns to its P state 
value which is the same as that in R. This change is consistent 
with the intercalating drug being closer to one of the asymmetric 
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DNA strands (one  the other ), followed by relax-
ation.  Finally the R state is  characterized by an almost  normal 
twist angle, which only decreases (i.e., untwisting) somewhat as 
the TS is approached, with the major untwisting occurring after 
the TS is passed and intercalation is concluded; indeed untwisting 
is known for intercalated DNA54-55. All these variables have sig-
nificant changes in the neighborhood of the selected TS (and be-
yond), and presumably require inclusion in an improved descrip-
tion.
Finally, we consider the water variables in the RP trajectory evo-
lution.  It  is  convenient  to  first  discuss  the  numbers  of  waters 
around the drug in the separated R state and around the IBP. These 
both change just before the TS is reached, with the former de-
creasing and the latter increasing, by a similar, but not identical, 
number of water molecules; smaller changes in the same direc-
tions follow as the drug is completely intercalated. This part of the 
mechanism involves the number of waters around proflavine de-
creasing as it departs the separated R state with its large solvent 
exposed surface area, and approaches the intercalated state where 
the  drug is  buried in  the  DNA. From the  IBP perspective,  the 
number of water molecule increases, due to the larger volume in 
the  intercalated  state.  Correspondingly,  the  number  of  water-
proflavine hydrogen bonds remains same in the product, but in-
creases for the reactant state. Since all these variables have a sig-
nificant change in the selected TS neighborhood and beyond, their 
participation in an improved description seems appropriate.

Figure 9 and its description have shown that the successful RP 
intercalation mechanism involves many variable changes in and 
beyond the spatial and temporal neighborhood of the TS adopted 
in  the  present  work.  Our  discussion  above  has  provided  some 
hints  as  to  which additional  variables  might  be  included in  an 
improved --  albeit  a  still  reduced --  description of  the reaction 
coordinate. An additional source of information here could be to 
analyze the energy flow in the proflavine-DNA-water system sub-
sequent to and in response to the flux across the current TS in 
terms of the power/work formalism, which allows molecular level 
identification and characterization of the energy flow in complex 
systems.56-58 With a key set of variables selected -- and still within 
the framework of GHT -- the frequency analysis of the time-de-
pendent friction involving the forces for these variables could be 
used  to  construct  the  detailed,  improved  reaction  coordinate.12 
Further studies are undergoing to understand the influence of the 
variables  mentioned in  Fig  9  in  the  recrossing dynamics  using 
machine learning approach.

CONCLUSION 

 We have investigated, via extensive molecular dynamics simula-
tions, the presence of recrossing in a large and complex system, 
the proflavine drug intercalation into DNA in aqueous solution. 
Using  an  earlier  metadynamics  free  energy  surface,  we  could 
narrow down the transition state region. Umbrella sampling simu-
lations followed by committor probability calculations were then 
employed to find the most accurate transition state (TS) for the 
intercalation process from the minor groove side. 

   This TS identification enabled the investigation of the dynami-
cal recrossing at the TS region, which reflects the departure of the 
rate constant from its  Transition State Theory (TST) value; the 
significant  recrossing  found  leads  to  a  very  low  value  of  the 

transmission  coefficient  (TC),  indicating  that  TST significantly 
overestimates  the rate.  In contrast  to  experience in many other 
reaction systems, Grote-Hynes theory (GHT) fails to account for 
this TC predicting insignificant recrossing and a TC close to unity 
(the same prediction and failure occur for Kramers theory). De-
tailed trajectory investigation shows that many recrossings occur 
far from the TS in both space and time, thus violating the basic 
assumption of the GHT. 
 
   We have also monitored the change of different variables in-
volved in the intercalation process in reactive (RP) trajectories, 
which  portray  the  unbiased  mechanism  of  the  intercalation 
process.  We find that  the  various  variables  such as  Rise,  Roll, 
number  of  water  molecules  and hydrogen bonds  involved,  etc. 
undergo  significant  changes  during  intercalation  in  a  concerted 
manner.  Hence,  inclusion and adequate sampling of  these vari-
ables in an improved reaction coordinate description seem worthy 
of  investigation.  However,  the  overall  mechanism is  consistent 
with that found in our previous equilibrium study7. Overall, our 
study shows that dynamical effects in this bio-molecular system is 
complex  in  nature  and  require  multifaceted  approaches  for  its 
elucidation. 
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I. Stable States determination 

In Fig. S1 we display the distribution of reaction coordinates at the 300th ps of the trajectories 
starting from the transition state (TS), used for the definition of the reactant and product Stable 
States1. At the TS, the value of the separation coordinate   is 4.08 Å and the angle  is 12.6° 
(see main text Fig. 3). The reactant distribution peaks at ! ~ 5 Å and the !  value for the product 
always remains less than 2 Å. Since !  can take all the allowed values in the product, we did not 
use !  as a distinguishing parameter for the reactant and product separations. We adopted a strict 
criteria for the Stable States, defining the reactant Stable State R at !  Å, and the product 
Stable State P at !  Å. 

!  

Figure S1: Distribution of the reaction coordinates, the separation coordinate !  and the angle ! , 
at 300th ps of trajectories started from the proflavine transition state. 
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II.  Different types of trajectories in reactive flux simulations 

Here we provide in Fig. S2 schematic illustrations of the different TS recrossing patterns 
considered in the discussion of the proflavine intercalation process simulation results 

!  

Figure S2: Different recrossing trajectory types. We consider a trajectory with positive flux at 
the TS at t=0; this is indicated by a red dot in the figure within the vertical dashed line indicating 
the TS, and represents a crossing of the TS from the stable reactant (R) side to the stable product 
(P) side. (a) If the number of crossings of barrier is one (before reaching a stable reactant or 
product region), then there is only one type of trajectory possible -- an RP trajectory. When there 
are two crossings of the TS barrier: (b) if one crossing occurs after the t=0 crossing, then it is a 
RR trajectory; (c) if the crossing occurs before the t=0 crossing, then it is a PP trajectory. If there 
are three crossings of the barrier: (d) one crossing occurs prior to t=0 crossing and other occurs 
after the t=0 crossing, then it is a PR trajectory; (e) when both the crossings occur prior to the t=0 
crossing, then it is a RR trajectory; (f) when both the crossings occur after the t=0 crossing, then 
it is a PP trajectory. One can extend this type of scenario to multiple crossings at the TS (for a 
trajectory with positive flux at t=0 at the TS). Then we infer that (i) if the number of crossing is 

S  3



1, then it is definitely an RP trajectory; (ii) if the number of crossings is an even number, then it 
is always an RR or PP trajectory; (iii) if the number of crossings is an odd number > 1, then it is 
always an RP or PR trajectory. This description applies irrespective of the location of R and P 
stable states. 

III . Values of different variables for the different transition state candidates. 

Table S1. Various reaction, DNA and water solvent properties for the initial guess points (CN #) 
employed to understand the role of these properties in determining the proflavine intercalation 
transition state. The Table is broken into two parts for tabulating all properties. 

Property CN1 CN2 CN3 CN4 CN5 CN6 CN7 CN8 CN9 CN10 CN11

Product 
(%)

93 63.6 64.1 55.9 55 52.4 54.2 68.4 97.2 0.2 78.4

2.9 3.7 3.6 3.5 3.5 3.6 3.7 4.0 3.0 5.00 4.1

15.9 9.0 10.5 13.2 17.2 17.9 17.3 12.4 12.8 12.2 12.5

Rise (Å) 7.3 6.4 6.5 6.6 6.7 6.8 6.2 6.3 6.5 4.1 6.2

Roll 
(degree)

33.3 31.2 33.2 35.1 38.8 29.1 27.2 33.0 29.2 40.3 28.9

Shift (Å) -0.4 0.0 0.1 0.1 0.0 0.1 -0.1 -0.1 0.1 -2.3 -0.5

Slide 
(Å)

-1.0 -0.4 -0.4 -0.7 -0.2 -0.7 -1.1 -1.2 -0.7 1.9 -0.7

Buckle 
(degree)

34.3 13.1 19.3 24.5 29.8 24.4 17.5 14.8 7.3 27 12.9

Twist 
(degree)

19.8 23.8 23.7 24.6 18.7 23.3 22.9 20.7 15.8 23.1 27.9

Water 
around 

flv
5 6 7 7 6 5 6 6 3 13 6

!   
(degree)

φ

!  (Å)X
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Table S1 continued. 

Water 
around 

ibp
31 35 37 39 40 36 37 35 34 34 40

Hbond 3 4 3 3 3 3 3 3 2 5 2

Property CN12 CN13 CN14 CN15 CN16 CN17 CN18 CN19 CN20 CN21

Product 
(%)

60 73.4 70.7 17.9 47.3 26.2 41.0 32.1 37.6 51.6

4.0 4.1 4.0 4.5 4.3 4.2 4.0 4.0 4.0 4.1

12.4 12.6 12.4 12.9 12.1 12.4 12.5 11.9 12.2 12.6

Rise (Å) 6.2 6.3 6.1 5.9 6.1 6.1 5.9 6.1 6.1 6.1

Roll 
(degree)

28.2 30.5 26.0 29.0 26.3 31.5 28.8 29.6 26.6 30.6

Shift (Å) 0.0 0.5 0.1 -0.2 -0.4 -0.1 -0.0 -0.7 -0.3 -0.1

Slide 
(Å)

-1 -0.8 -0.8 0.3 -0.7 -0.2 -0.3 -0.5 0.2 -0.8

Buckle 
(degree)

22.8 18.0 11.4 15.5 1.2 17.9 14.9 17.7 19.8 13.3

Twist 
(degree)

26.1 19.1 23.8 23.4 22.7 25.8 27.7 27.4 21.3 23.3

Water 
around 

flv
5 6 7 5 6 6 6 11 6 8

!  
(degree)

φ

!  (Å)X
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IV. Friction kernel of Lennard Jones particle in a double well potential 

We have used a model system to assess our proflavine intercalation system friction kernel 
calculation in the main text and to place its impact in perspective. We have taken a Lennard-
Jones particle in water to estimate the friction kernel; the particle is assigned the mass of the RC 
used in the text and moves under an external potential that has similar curvature 4.6 ps-1. MD 
simulation of the fixed force time correlation function (see Eq. 6 of the text) produced a friction 
kernel (see Fig. S3) characterized as a weak friction similar to the proflavine intercalation result 
in Fig. 5b in the manuscript (but without an oscillatory behavior); calculation of the associated 
transmission coefficients in the GHT and KT perspective yields !  and ! ; these 
values are similar to those in the main text. 

!  

Water 
around 

ibp
31 37 37 33 38 35 35 33 33 33

Hbond 3 3 4 3 3 3 3 5 4 6

κGH = 0.90 Kr = 0.88
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Figure S3. Friction kernel along the RC (x-coordinate) of the Lennard Jones particle in water 
system experiencing an external double well potential along its x-coordinate. The particle 
experiences weak friction with a short memory. 

V. Discussion of Grote-Hynes and Kramers Theories.  

  As presented in the text, the Grote-Hynes and Kramers theories (GHT and KT respectively) 
predict proflavine intercalation simulation transmission coefficient TC values close to unity, i.e. 
very little recrossing at the TS reaction barrier, which indicates that transition state theory (TST) 
is essentially perfect for the intercalation reaction. Here we indicate why this conclusion follows 
from the theories and why they give the same prediction. 
  The predicted TC for these theories will be close to unity if the effective friction inducing the 
recrossing of the TS is small compared to the equilibrium barrier frequency ! . In GHT, this 

ratio reflects the power of the effective friction to act on the reactive time scale, ! . On 

this time scale, the reacting system is within ~ kBT of the barrier top; in this transition state  
region, the effective friction forces can induce recrossing of the barrier before the free energetic 
forces are sufficiently great to safely drive the system to the product region. In GHT, this 
effective friction is in effect a short-time friction which acts on this time scale; in contrast, in KT, 
this time scale feature is ignored and the full long time scale friction constant (time integral 
formula) is employed.2 Typically, the equilibrium barrier frequency is sufficiently high – and the 
reaction time scale is sufficiently short – such that these two types of friction (and the resulting 
TCs) can differ significantly3-5, but in the present case, they are almost identical. This can be 
seen from main text Fig. 5c and Table 2. The reaction time scale from GHT is !  

ps; this is an order of magnitude longer than the environmental time scale, (the effective time 
scale for the environmental friction function in Fig. 5c to vanish), so that the full friction constant 
value is established; modulo the small amplitude, though slowly decaying, oscillations which 
have little impact, this time is ~ 0.02 ps. Therefore the GHT effective friction and the KT friction 

ωeq

τr ≈ ω−1
eq

τr ≈ ω−1
eq = 0.22
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constant for the intercalation reaction are the same; ‘memory’ effects are negligible. But the 
friction is very weak -- the key ratio of the effective friction to the barrier frequency is very 
small, ~ 0.06, and the predicted neglible frictional recrossing is the same in both theories. As 
discussed in text, the assumptions underlying GHT (and mutatis mutandis KT) of recrossing 
events limited in space and time to the TS region is strongly violated for the proflavine 
intercalation problem, and the GHT and KT predictions are far from the simulation result (TC = 
κ = 0.1). 

VI. DNA base pair parameters and the average trajectory behavior of assorted Coordinate, 
DNA and water variables for RR, RP, PR and PP trajectories  
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!  

Figure S4. The different translational base pair parameters: Rise, Shift and Slide and the 
rotational base pair parameters: Twist and Roll. Buckle is a rotational base step parameter. The 
figure6 is adapted from Ref. 6. We have studied variation of these parameters in addition to other 
variables for different types of trajectories as shown below.  

Figure S5 complements the RP trajectory results of Fig. 9 of the main text by providing the full 
complement of trajectory results for the three remaining reaction outcome possibilities. 
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Figure S5. The average trajectory of different variables along time is plotted for the RR, RP, PR 
and PP trajectories. The variables plotted are ! , ! , ϕ; Rise, Roll, Buckle, Shift, Slide, Twist of the 
IBP; the number of hydrogen bonds between water molecules and proflavine, the number of 
water around the drug and around the IBP within 0.34 nm.  

X d
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