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Abstract

We analyze the Biot system solved with a fixed-stress split, Enriched Galerkin (EG) discretiza-
tion for the flow equation, and Galerkin for the mechanics equation. Residual-based a posteriori
error estimates are established with both lower and upper bounds. These theoretical results are
confirmed by numerical experiments performed with Mandel’s problem. The efficiency of these a
posteriori error estimators to guide dynamic mesh refinement is demonstrated with a prototype
unconventional reservoir model containing a fracture network. We further propose a novel stopping
criterion for the fixed-stress iterations using the error indicators to balance the fixed-stress split
error with the discretization errors. The new stopping criterion does not require hyperparameter
tuning and demonstrates efficiency and accuracy in numerical experiments.

Keywords: A Posteriori Error Estimates, Enriched Galerkin, Biot System, Fixed-Stress Iterative
Split

1. Introduction

Applications arising in the geosciences and biosciences such as subsidence events, carbon se-
questration, groundwater remediation, hydrocarbon production, and hydraulic fracturing, enhanced
geothermal systems, solid waste disposal, and biomedical heart modeling, are driving the develop-
ment of numerical models coupling flow and poromechanics. In this paper, we focus on deriving
a posteriori error indicators for the Biot model that consists of a poromechanics equation coupled
to a flow model with the displacement and pressure as unknowns. In contrast to solving the Biot
system fully implicitly, we consider fixed stress iterative scheme that allows the decoupling of the
flow and mechanics equations. The decoupling scheme offers several attractive features such as the
use of existing flow and mechanics codes, use of appropriate preconditioners and solvers for the two
models, and ease of implementation. The design of this approach which is currently quite popular
is important in the formulation of efficient, convergent, and robust schemes.

In the fixed-stress split algorithm, the flow problem is solved first followed by the mechanics
problem, and a constant mean total stress is assumed during the flow solve. Kim et al. [27] demon-
strated stability for fixed stress and in [35, 36, 34] Mikeli¢ and Wheeler established contractive
property of the scheme. Besides, we note here that this approach can be interpreted as a precon-
ditioner technique for solving the fully coupled system. For instance, the work of Gai et al. [20]
and Gai [19] involved interpreting this scheme as a physics-based preconditioning strategy applied
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to a Richardson fixed-point iteration. The same preconditioning technique was applied to the fully
coupled system in the work of Castelletto et al. [10, 11].

Several extensions of the fixed-stress split scheme have been studied. Almani et al. [4] and
Kumar et al. [28] extended the fixed-stress split to the multirate case, in which flow takes multiple
fine time steps within one coarse mechanics time step. Borregales [8] extended the fixed-stress split
to a nonlinear case. Dana et al. [14, 15] studied a multiscale extension of the fixed-stress split to
a poroelastic-elastic system where the poromechanics equation is solved on a larger domain with
a coarse grid and the flow equation is solved on a small domain with finer grid. Moreover, Bause
et al. [6] and Borregales et al. [7] explored space-time methods of the fixed-stress split, and the
work of Rodrigo et al. [41] considered the stability analysis of the discretization schemes. Storvik et
al. [43] studied the optimal choice of the stabilization parameter used in the fixed-stress split. Lu
and Wheeler [32] have recently extended the fixed-stress split to a three-way coupling, an adaptive
asynchronous coupling scheme that allows over 97.5% reduction in poromechanics computational
time due to not requiring the displacement to be computed for every time step.

Here we restrict our attention to the fixed-stress iterative coupling, analyze the enriched
Galerkin method (EG) for flow and Galerkin for elasticity. This is an extension of the previ-
ous work on Galerkin and/or mixed finite element methods for flow [24] to EG. In the early works
of Gai [19] and Wang [44] for two phase Biot system, it was observed that local mass conservation
for flow was essential. In Biot studies in fractured porous media, Lee et al. [30] have demonstrated
that EG is locally conservative and robust in treating fracture networks including quasi Newtonian
flows arising in proppant stimulation. Choo and Lee [12] showed that local mass conservation can
also be crucial to accurate simulation of deformation processes in fluid-infiltrated porous materials.
Therefore, EG is an attractive method for flow discretization, locally mass conservative, giving rise
to inexpensive residual error indicators that are easily incorporated in the code. Mixed methods are
also well suited to local mass conservation. Recently, Ahmed et al. derived a posteriori estimates
for fully mixed formulations of Biot model for both the monolithic scheme and the fixed-stress split
scheme [3, 2]. Their approach requires solving local auxiliary problems which are computationally
costly. Li and Zikatanov [31] derived residual-based a posteriori error estimates of mixed methods
for monolithic three-field Biot’s consolidation model that does not require the calculation of local
problems, which is promising to be extended for fixed-stress split schemes.

In this paper, we derive error equalities for each iteration of the fixed-stress algorithm at each
time step, followed by residual-based a posteriori error estimates. These estimates are based on
separate results extended to EG from [24]: contraction mapping, stability estimates and a priori
error estimates for the discretized problem that incorporate convergence of the iteration at each time
step. Here both lower bound (efficiency) and upper bound estimates (reliability) are obtained, but
they are non-optimal in terms of efficiency in the sense that the lower bounds involve weak residual
errors that cannot be computed numerically, see Section 6. The upper bound estimates represent
an extension of Ern et al. [18] for the monolithic Biot system based on Galerkin approximations.
In [18] no lower bounds were derived and as far as the authors are aware none have been derived
to date for Galerkin schemes. In our theoretical work, it is clear that obtaining lower bounds for
a posteriori errors is difficult, technical, and requires weak error terms that unfortunately do not
lead to obtaining the effectivity index easily. This is further aggravated by the imbalance in the
constants multiplying the pressure in the flow and displacement equations, see Section 8.1.

While the analysis presented here applies to the poroelastic system, a novel feature of this work
involves a generalized poroelastic—elastic system that represents the coupled flow and poromechan-
ics phenomena arising from hydrocarbon production or geological carbon sequestration in deep
subsurface reservoirs. The reason for this choice is that in these phenomena the spatial domain in
which fluid flow occurs is generally much smaller than the spatial domain over which significant



deformation occurs. It also improves standard approaches. Indeed, the typical approaches model
the same physics over one domain, either considers only the reservoir with an overburden pressure
imposed directly or models the entire reservoir and surrounding rocks with zero permeability in
the surrounding rocks. The former approach may misrepresent the mechanics boundary conditions
and precludes the study of land subsidence or uplift whereas the latter approach is computationally
prohibitive.

This work is organized as follows. In the subsection below we establish notation. In Section 2, a
continuous-time model involving the decoupling of the model into elastic and poroelastic domains
with interface conditions is formulated in primal variational form. The primal formulation, complete
with the fixed-stress splitting algorithm, is fully discretized with EG for flow and Galerkin for
mechanics in Section 3. The a posteriori error equalities are derived in Section 4, and the error
indicators are inferred from them. Section 5 is devoted to an upper bound for the total error.
Section 6 introduces auxiliary weak residual errors. The lower bounds are discussed in Section 7.
Computational results are presented in Section 8. Numerical results on the Mandel problem confirm
these upper and lower error bounds. Moreover, the efficiency of using the a posteriori indicators
to guide dynamic mesh adaptation and a novel stopping criterion for the fixed-stress iterations are
presented. Finally, Section 9 draws some conclusions.

1.1. Notation

To be specific, the notation is expressed in three dimensions in a bounded connected open set
Q C R3. The scalar product of L?(Q) is denoted by (-, )q

Vig e I¥Q), (fg)a = /Q f(@)g(x)dz

and the index 2 is omitted when the domain of integration is clear from the context. For any
non-negative integer m, the classical Sobolev space H™ () is defined by (cf. [1] or [37]),

H™(Q) = {v e L*Q) : d%v e L2(Q)V k| < m},

where
Alkly
k1 ko ks’
O0xy' 0y 0xy

equipped with the following seminorm and norm for which it is a Hilbert space:

OFv =

ol = | 3 / olde| L Jolame = | S B

|k[=m. 0<|k[<m

2

N =

This definition is extended to any real number s = m + s’ for an integer m > 0 and 0 < s’ < 1 by
defining in dimension d the fractional semi-norm and norm, see [33] and [25],

9 v( 2
ol = | D //‘ ’w_yd+2£ Ol dedy |, [vlas@ = <||U||12LIW(Q)+|U|%{S(Q))2'

|k[=m

These fractional order spaces are often used for traces. The following trace property holds in a
domain Q with a Lipschitz continuous boundary 99: If v belongs to H*(£2) for some s €]3, 1], then



its trace on OS2 belongs to H 87%(89) and there exists a constant C such that

Vo e BHY(Q), o] < Cllolle(o- (L1)

H 2 (0Q)

In particular, H%(BQ) is the trace space of H'(Q), with norm

[o(z) — v(y)? 1
’v|H2(F // ]:c—y|d dx dy)?,

and H _%(89) is the dual space of H %(89) Finally, if I' is a subset of 992 with positive measure,
1

IT'| > 0, we say that a function g in H3 (T') belongs to HZ(T) if its extension by zero to 92 belongs
to H%(OQ) It is a proper subspace of H%(F), and is normed by

1
2 2 2
1.2
ol = (0 + [ @ 5575 (12)

where d(x,I") denotes the distance to I'.
We also recall Korn’s and Poincaré’s inequalities both valid for all functions v in H'(2)? that
vanish on I':

vl (0) < Klle(@)llr20), (1.3)

HUHL2(Q) < Plvlgia), (1.4)

where g(v) is the strain tensor, and K and P are constants depending only on @ and I". These
imply

[0l 1) < Cille()llr2@), Cr=K(1+ 772)%- (1.5)

A trace inequality for all functions v in H'(Q2)3 that vanish on I' can be obtained by combining
the interpolation inequality

1 1
o HYQ), vl < OO0l 22 0] 21 g

with (1.4) and (1.3),

I\B\H

vl 2y < Colle(v)llrz(),  C2 = C(Q)(KPC1)2. (1.6)

As usual, for handling time-dependent, problems, it is convenient to consider measurable func-

tions defined on a time interval |a,b[ with values in a functional space, say X (cf. [33]). More
precisely, let || - ||x denote the norm of X; then for any number r, 1 < r < oo, we define

b
L"(a,b; X) = {f measurable in |a, b[: / | f(&)]|xdt < oo},

TP (/|u uxﬁ>,

with the usual modification if 7 = co. It is a Banach space if X is a Banach space, and for r = 2,
it is a Hilbert space if X is a Hilbert space. Derivatives with respect to time are denoted by 0; and

equipped with the norm



we define for instance

HYa,b;X) = {f € L*(a,b; X) : 0y f € L*(a,b; X)}.

2. Governing equations and formulation

Let Q be a bounded, connected, Lipschitz domain in R3. We are interested in the situation where
a poro-elastic model holds in a connected subset 21 of Q (the pay-zone), completely embedded into
2, while an elastic model holds in £y (the nonpay-zone), see Figure 1, where

O =0\ Q.

Let I'12 denote the boundary of €27, assumed to be Lipschitz, and let 112 be the unit normal on
T2 exterior to ;. In the examples we have in mind, 7 is much smaller than . This work
extends readily to more general configurations, but for simplicity, we focus on this situation. Let
the boundary of Q, 92, be partitioned into two disjoint open regions not necessarily connected,
but with a finite number of connected components, each with Lipschitz-continuous boundaries,

I =TpUly.

We denote by ng the unit outward normal vector to 9€2. To simplify, we assume that the measure
of T'p is positive: [I'p| > 0.

Q

Figure 1: Pay-zone with surrounding rock
Let o be the effective linear elastic stress tensor,
o(u) =2Ge(u) + \(V - u)I, (2.1)

where g(u) = %(V u—+ Vtu) is the symmetric gradient tensor, I the identity tensor, and A > 0 and
G > 0 are the Lamé coefficients. Let aP°" be the linear poro-elastic stress tensor

oP"(u,p) =o(u) —apl, (2.2)

where a > 0 is the Biot-Willis coefficient. Let f be the body force in 2. In the nonpay-zone,
ie., a.e. in Q9x]0, T, the governing equations for the displacement w are those of linear elasticity.
In the pay-zone €)1, the equations are those of Biot’s consolidation model for a linear elastic,



homogeneous, isotropic, porous solid saturated with a slightly compressible single-phase fluid. The
unknowns are the solid’s displacement w and the fluid’s pressure p. This model is based on a
quasi-static assumption, namely it assumes that the material deformation is much slower than the
flow rate, and hence the second time derivative of the displacement (i.e., the acceleration) is zero.
After linearization and simplifications, it leads to the following system of equations in 2x]0,T'[,

=V - ANV - -u)I +2Ge(u) — apl)
V- MV -u)I +2Ge(u))

in Ql X]O, T[,

f
f in QQX]O,T[,

1 1 .
O <Mp +aV - ’LL) — ;fv : (R(Vp - pf,rgv 77)) =q 1 le]07 T[v

—in(Vp —pfrgVn) -mi2 =0 on 90 x]0,T7,
Kf (2.3)
[u] =0 on 90 x]0, T,
[o(u)]nie = apnie  on 0Q;x]0,T7,
u=0 onIpx]0,T7,
ong =ty onI'yx]0,T],
p(0) =po in

where M > 0 is the Biot modulus, pf the fluid’s viscosity, & the permeability tensor, g the gravity
constant, py, the reference density, n a signed distance in the vertical direction, g a given volumetric
fluid source or sink term, and ¢y a given normal traction. At initial time, «(0) is defined by the
above system with p(0) = po, except of course, the third and fourth equations. Note that the
only boundary conditions on the pressure p are transmission conditions since {2; has no exterior
boundary. The tensor k is assumed to be independent of time, symmetric, bounded and uniformly
positive definite in space, with largest eigenvalue Ay and smallest eigenvalue Ay, > 0,

a.e. T c Ql , Amin < )\Z(a:) < )\maxa = 1, 2, 3. (2.4)

For the sake of simplicity, we assume in addition that the coefficients of k belong locally to some
finite-dimensional space, such as a polynomial space. This assumption can be avoided by a suitable
approximation of k, but it complicates the analysis, see for instance [17].

To simplify the notation, the density indices f and r will be dropped and py, will be replaced
from now on by p.

The mean stress ¢ that will be used in the algorithm is defined by

=KV -u-—ap, (2.5)
where K} is the drained bulk modulus, K, = A + %G .

2.1. Primal variational formulation

Define the spaces:
Hp(Q)={ve HY(Q) : vlr, =0}, W = Hip(Q)% (2.6)

As shown by Girault et al. [22], problem (2.3) has the following equivalent variational formulation,
for every solution belonging to the spaces below:



Find u € L>®(0,T; W) and p € L>=(0,T; L*(Q4)) N L%(0, T; H'(;)) solving a. e. in |0, T[

2u(e(u), e(v)a+ AV -u,V-v)g = (f,v)a+alp,V- -v)q, + (tN,v)ry, Yve W, (2.7)

1 1
(at(pwv-u),e) + L (Y p - pgV ) V), = (.00, VO H'Q),  (28)
M Q,  Mf !

with the initial condition

p(0) =po in . (2.9)
This problem has a unique solution for all sufficiently smooth data, say f € H'(0,T;L?()%),
g € L2(Qx]0,T|), ty € HY0,T; H 2 (T'x)4), see [39]. The scalar product on T'y in (2.7) stands

1

for the duality pairing between 2 (Tn)4 and HEy (L)<,

3. Enriched Galerkin approximation

3.1. Mesh and spaces

For h > 0, let T; be a regular family of conforming simplicial meshes of the domain 2, with h
the maximum element diameter. The family of meshes is regular in the sense of Ciarlet [13]: there
exists a constant o > 0, independent of h, such that

h
£ <5 VYEET, (3.1)
OFE

where hg is the diameter of E and og the diameter of the ball inscribed in E. We assume that
Th="Ty VT,

where 7711 is a conforming simplicial mesh of 2; and 7712 a conforming simplicial mesh of €2,. Let
&y, denote the set of all interior faces of 75, and 5,‘? the set of all its boundary faces. For any e in
En, we denotes the union of the elements adjacent to e. We suppose that

g =eP%ugN?,

where 5,? 9 is the set of all faces lying on I'p and S,ILV 9 those lying on I'y. The set of all faces
interior to €2; is 5}1L and that interior to €9 is 5,%. Finally, the set of faces on I'1 is 5,12. A unit
normal vector m. is attributed to each e in &, and E}? ; its direction can be freely chosen. Here, the
following rule is applied: if e € 5,‘?, then n. = ng, the exterior normal to €2; if e is in 5,1L or 6'}2”
then n. points from E; to E;, where E; and E; are the two elements of 75, adjacent to e and the
number of E; is smaller than that of F;. Finally, if e € E}L?, then n. = ni2, the outward normal
to 1. The jumps and averages of any function f on e € &, (smooth enough to have a trace) are
defined by
[f(z)]e :== f(x)|E, — f(x)|E;, when n. points from E; to Ej,

1

U@} = 5@z, +/@)s,).

When e € 5;? , the jump and average coincide with the trace on e.
Let £ > 1 and m > 1 be two integers. On this mesh, we introduce first the following standard
finite element spaces:
Wy, :={veW : vlgeP,(F)VE T}, (3.2)



Qn={qc H () : q|p € PL(E),YE € T;} }. (3.3)

Next, the space @)y, is enriched by piecewise constants in each cell, whence the name enriched,
My = Qn+{qe€ L* () : qlp €Po(E),VE € T;!}. (3.4)

The displacement will be discretized in W), and the pressure in Mj},, and because of the discontinuous
constants in My, the discrete flow equations will be locally mass conservative. Their structure will
be the same as that of a discontinuous Galerkin formulation, but as the jumps involve only constants,
their coding will be simpler.
As the exact solution is not necessarily smooth, it is approximated by Scott & Zhang interpolants
(see [42]),
Ry, € LW, W), TI, € L(H' (1), Q). (3.5)

Considering the degree of the polynomial functions in W), and @Qj, these interpolants have the
following quasi-local approximation errors:

VE € Ty, Vv € HY(E)?, [v — Rp(v)| sy < C iy vlgeag, 1<s<m+1,0<j<s, (3.6

VE € 7711,Vq € H*(E), |qg— Hh(q)\Hj(E) < ChSE_j\q|Hs(AE), 1<s<k+1,0<j5<s, (3.7)

with constants C independent of £ and hg, where Ag is a small patch of elements including F
containing the values used in computing the approximation.

Regarding approximation in time, the interval [0, 7] is divided into N equal subintervals with
length At and endpoints t, = nAt. The choice of equal time steps is a simplification; the material
below extends readily to variable time steps. The data is assumed to be continuous in time, and
we set a.e. in )

(@) = f=,tn), ¢"(x) = q(x,tn), th(x) =tn(z,t0). (3-8)

3.2. Fized-stress iterative coupling

With these spaces, the fully discrete split problem is:
Initialization. Set

ph, = M (po)- (3.9)
Compute u) € W), and ) by solving

Yoy € Wi, 2G(e(uj), e(vp)) o +A(V-up, Voor) o, = a (), V-on) o +(F vn)a+ (8, on)p 5 (3.10)

and setting
oy = KV - u) — ap). (3.11)

Time step n > 1.

1. Set pZ’O = pz_l, uZ7O = uz_l, and 62’0 = 62_1.

2. For £ > 1, compute



(a)

()

(d)

(e)

Note that

ij € Mj, by solving

|

1 n e 1 n
V0 € My (57 + =) 57 (P =i ), + — D (VP = pgV ), Vi),

K rr EeT,}

1 e m 1
J ( h’e]ea[eh]e)e:_%g(gh’l !

uZ’e € W), by solving for all v, € W,

— 3 (R B = pgV ) - e 104]e), + 70 ({59 O3 medes 97 ]e), )

B 527% Gh)Ql + (¢, Hh)ﬂﬁ

(3.12)

(3.13)

QG(E(UTI}L’L)% E("’h))g +A(V- uz,{ V- ”h)Q = Oé(PZ’Z, V- Uh)m + (£, "’h)Q + (th, Uh)FN;

—n,l

h by ¢ 14 l
7”7 J— n1 n? .
o, = KpyV-u,” —ap,;

the corrector of the difference in fluid content 6; by

’Z 7671 1 78 ,Z*l
05 = aV - (uy” —uy )+M(p2 -y ).

If

5 — 5PH
] ¢ Lo () > &

set £ < £+ 1 and return to (a);
else, set

n,f . n,l —n . =n/t
by:=L, pyi=p, ", uy:=w"", 0o:=0"",

march in time n < n + 1 and return to 1.

p X _ny —n,l—1
555_%—?1)(% -0y ),

(3.14)

(3.15)

(3.16)

(3.17)

and hence the stopping criterion rests on the difference between two iterates of the mean stress. The
choice of parameter 7, leads to different EG schemes. For example, 7, = 1 leads to the Symmetric
Interior Penalty Galerkin (SIPG) scheme, 7, = 0 leads to the Incomplete Interior Penalty Galerkin
(IIPG) scheme, and 7, = —1 results in the Non-symmetric Interior Penalty Galerkin (NIPG)
scheme. For the sake of brevity, we shall mostly focus here on the SIPG scheme. Through the
choice of parameters v, > 0, the penalty jump term in (3.12) has the effect of determining the
allowable amount of discontinuity across an edge. The parameters can also be modified to take into
account the variation of k as in [29], but, as this option complicates the a posteriori analysis, it has
not been chosen here. Considering the uniform positive definiteness of the permeability tensor ,



the parameters 7. can be tuned so that the system (3.12) has one and only one solution for each
right-hand side, see Lemma 2 in the Appendix. On the other hand, owing to Korn’s inequality,
(3.14) is always uniquely solvable for each right-hand side. Thus this algorithm generates a unique
sequence. As expected, the approach of [36] can be extended to establish unconditional geometric
convergence of the algorithm in the case of NIPG, and conditional geometric convergence, when
the parameters 7. are sufficiently large, in the case of SIPG or IIPG (see Lemma 2 and (10.13) in
the Appendix). Under the same conditions, stability estimates and optimal a priori error bounds
can be derived, similar to those in [24].

4. A posteriori error equations

In this section, we derive error equalities that bring forth residuals arising during computations.
At this stage, the data is assumed to be as smooth as needed.

For a posteriori estimates, it is convenient to interpolate the discrete sequences in time. Thus,
for any discrete function in time v", let

t— 1,
ot ="y T;”(v” — ™Y, € [tat, t)- (4.1)

For the sake of conciseness, we shall use the following bilinear forms on the space H'(2) + Mj:

¥p.0 € HY(Q) + My, Ju(p,0) == > 2% ([ple. [0e)..

eEE}L

Vp,0 € H'(Q) + My, (p.0),:= Y (kVp, V0

vp79 € Hl(Q)+Mh7 ((pve))h = (pve)h+Jh(p79)a
together with the seminorm
1
VO € H'(Q) + My, 0], :=(0,0)2, (4.2)

and norm

W0 € HY(Q) + My, [0]l == (0,0))7. (4.3)

The subscript E (resp. w.) is added when these quantities are restricted to E (resp. we).

4.1. Flow error equation

The idea is to derive an error equality tested with an arbitrary function 6 in a suitable Sobolev
space. The beginning of the following derivation is classical.
With the above notation, the discrete flow equation (3.12) reads in each interval |, 1, t;,]

Lt L (o
W0 € Mas (57 + 7)o 00)g, + (0100, = 32 (pamV . 01) )

EcT;}!
1 . )
-—> (({H(Vph’é —pgVn) - Neke, [Onle), + 7 ({KV Oh - nic e, h’é]e)e) (4.4)
s eES,ll
« -~ - n
= _fb(atazf lveh)gl +(q", 0h)a, -

10



Hence, assuming that p belongs to H'*¢(£);) for some ¢ > 0, and d;p and V - (9;u) are sufficiently
smooth in each interval |t,_1, ], the flow’s error equation, tested with 6y, is

2 1
Vo, € My, (M + %)(8 (p —p}h), On)g, + /Tf((p — it 0n)),

- Z ( p ph ) n6}67 [eh]E)e +7p ({KDV Op - n6}€7 [p - PZ’K]e)J (45)
GS;IL
+ E(at(a - UhT ) Qh) =(q—q",0)a,

On the other hand, for all E € T,}, let 0| belong to H'*¢(E), for some € > 0. The exact flow

equation (2.8) tested with 6 — 6, reads in each interval |t,_1,,)]

2

¥ € M, (57 + 50 ) 00— 0o+ (00 -0, — 3 (9T 090~ 60),.)
EeT}!
-— Z ( {k(Vp—pgVn) ncte, [0 —Onle), + 7p({£V(0 = 0n) - mc e, [p]e)e)
et}

= _Fb(at5—7 0 — gh)Ql + (Q7 0 — Qh)Ql

(4.6)

Therefore, by writing § = 0 — 0, + 0, and using (4.4) and (4.6), the flow error tested with any
0l € H'T(E) for all E € T;!, becomes for all 0, € Mj, in each interval |t,_1, ]

042 n n
(AZ T F)(at(p — ), 0)q, + :f (0 —»}".0)),
S Z (V=5 mebes 0le), + ({59 0 mede, = 27 Te), ) + o (0o = 7371, 0)g,
6651

OéQ
— (4,0 — O1)a, — [(Alf e )@t 0 — On)ay + le (((ph 0—01), E;,g (pngn,V(H—@h))E)

- — Z ( {K( Vph —pgV ) - Nete, [0 = Onle), + 7 ({KV (0 — ) - cte, [PZ’K]6)6>

ect}
+ 7(8t hl ! ‘9 eh) } (q - qnagh)ﬂl

(4.7)
This equality is modified first by observing that

(@™, 0n)0, = (a3, 0n)0, and (q,0 — Op)a, + (¢ — ar,0n)a, = (¢ — a0, + (.0 — On)ay,

where gj, denotes the L? projection on P, in each cell F; and next by applying Green’s formula in
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each cell

= (KR = pgV ), V(O = 00) = > (V- (k(Vpp" = pgVn)),0 — Oh)E

E€T, EeT}
- (([n(vw — pgVn) - nele, {0 — O }e), + ({K(Vp)" = pgVn) - ncle, [0 — eh]e)e)
eEE}L
=" (K(VP = pgVn) - m2,0 — O),)
eGS}LZ

Then (4.7) becomes for all §|p € H'™¢(E) for all E € T,', all §, € M;, and in each interval
]tn—lytn]7

1 a? 0 1
(37 T &) @lp = Phr), Oy + - P (0 —pp".0)),
1 T 7 — —n,L—
—— 3 (Ve =) - mckes [0le), + 7 ({6V 0 meYes I = 21 1)e)., ) + 7 (016 = 7 1), 0),
Hy eEE,ll b
= (q—ap, )0,
1 n n
+ D (ah— (57 + K)5 hf+MV (5" = 09V ) = 3200~ )
EeT)}
1 n n,
= S (T8 = pgVm) - e 10 = On)e), = T ({RV(0 = 00) - mc e, [97]e).)
Hy eES,ll
1 n 1 n
—— > (R = pgV) - maz, 0 = 61) — —Ju(p)", 0 = 6p).
i eEE}LZ s

(4.8)

Up to this point, the approach presented above is similar to that of [18] for a monolithic scheme.
But now, we want to bring forth the effect of the algorithmic error. To this end, we express the
time derivative in the left-hand side of (4.8) as it appears in (2.8). By means of formula (2.5) for
the mean stress &, this gives the following version of the flow error equality:

(8(57 00— )+ aV - (u u;;f)) 0., +:f((p_pz’£79))h

=(g-q. 0+ Y. (g p,w + oV ul) + T k(Y — pgV )0~ 64),
EeT;! i
1
ta (V=) - mekes 0)), + ({67 0 mcke, [0 — 1)), )
eegi
1 T,
—— 3 (V5" = pgVm) meles 48 = On}e), — ({50 — 64) - mcYes 9 )e).)
s eEE}L
1 n "
- — (H,(Vph’e - ng?]) . ’nlg,e — Gh) — th(ph ,9 Gh) — —(6,5(0—,” — O‘th 1) Gh)ﬂl
"y 668}{2 y

(4.9)
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4.2. Elasticity error equation

Again, the idea is to derive an error equality tested with an arbitrary function v in a suitable
Sobolev space. We proceed as above, with the exception of the last step. First, we interpolate
linearly in time (3.14) in each subinterval and use the L? projection f;, of f on P2, in each cell F
and the L? projection ¢y, of tx on P2, in each face e of S}JLV 9 Then the discrete elasticity error
equation reads in each interval |t,,_1,t,]

Yoy, € Wy, 2G(s(u2’f —u), E(vh))Q + (V- (uzz u),V-wvp) g — a(pz;e —p,V-wvp) g

T_

U (4.10)
= (fiTLLT - f,’Uh)Q + (t?V,hT - tNuvh)FN-

Next, the exact elasticity equation (2.7), tested with v — v, for all v in W at any time gives

Yoy, € Wy, 2G(e(u),e(v —vp))a+ AV -u, V- (v—vp))a—a(p, V- (v—uvp))a
= (f,v—wvp)a+ (tn,v — vp)ry-
(4.11)

Therefore, we infer from (4.10) and (4.11) the following elasticity error equation in each interval
]tn—la tn]:
Vo € Wh, 26G(e(u— ), e(v))a + AV - (w—ut), V- v)o — alp— ', V - v)a,
= (f - fi’rLLT?Uh)Q + (tN - t?V,hT?”h)FN + (f,’U - ’Uh)Q + (tN,’U - v)FN
— 2G(e(u}), €(v — vp))a + MV - (@), V- (v —vp)a — a@), V- (v — vp))a, |-
(4.12)
Finally, (4.12) is modified by using

(.fvv - 'Uh)Q + (f - f}?ﬂ'vvh)ﬁ = (f - .f}?ﬂ'vlv)ﬂ + (ff?f)v - vh)Qa

a similar expression for ¢y, and Green’s formula in each cell E. This yields in each interval |t,,_1, t,],
for all v in W

Vo, € Wy, 2G(e(u — uz;_é), e)g+ ANV - (u— uZ’TZ), V- v)g—alp— p;”f, V-v)g,
- <f - ff?T? U)Q + (tN - t?V,hT?”)FN

+ 3+ Vo) —aVp v —vp+ Y (fi+ Veo(upl), v —v)p

EeT), EET?
0 Y4
- Z ([U(U’Z;')]en“lv_vh)e—i_a Z ([pzlr]&(v_vh) ‘ne)e
€& ecgluE)?

Y4
— (o(up)ng =t v — vn)ry-

(4.13)
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Note that (4.13) is valid at initial time (i.e. when n = 0). Note also that when the data and
solution are smooth enough, (4.13) can be differentiated with respect to time,

(o (Dh(u —up)),e(v))q — a(@p = p), V- v) g, = (0(f = fi)s v)a + (GulEn — R )0y
+ Z (8tffl‘T +V- O'(OtuZ’f) —aV 8tp2’f, v—wvy),+ Z (@f{; +V- o-(@tu;:’f), v —vp)

EeT} EeT?
_ Z (‘)tuhT eMe, UV — Uh‘)e + « Z (875 hT]e’ (v—vp)- ne)e
c€h, ccg]UE]?

— (0 (du} )ng — Oty v — VR)ry -
(4.14)

4.3. Final error equation
In the spirit of [18, 40], an upper bound for the error is obtained by testing, in each interval,
(4.9) with 6 = p — pi, (4.13) with v = 9 (u — uZTZ) and substituting the expression for

—alp — PtV - 0w — up))a,,

into the resulting error flow equation. This gives an equation in each subinterval with left-hand
side

1 d

d
LHS : _m£,|p P ||L2 ) +Gd le(u — uhT)HL2 (@) 2dt”v (= uhT)||L2 © (4.15)

+ *Ilp P2,
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and right-hand side for all 8, € H(0,T; M},) and all v, € H'(0,T; W),

1 n,0 7,0 n,¢ _nf—
RHS ::;f((ph 7ph7"p7ph‘r>) (8t(0h7 70‘h7’ 1) eh)Ql
+ > (4 o phT +aV-upt) + ~v. (=P = pgV ). p = Dhy = On)
E 1 ’LLf
€T,
1 n,¢
+— Z (({"5( (p—1py")  Mete, [P — Py ] ) + Tp({HV(p Py ) Mete, [P —py7 ] ) )
i ect}
1 n,¢
—— 3 (V05" = pg¥n) - meles {p — Dt = On}e), — ({5 (0 =t — 00) - meces 9., )
Hy eet}
1 n,l n,fl 1 n,l n,l
- — (k(Vpp" = pgVn) -naa,p —ppr — 0n), — —Jn(pp" 0 — ppr — On)
Hy ec&)? Hf
+ Z (fi+V- O'(uZE) — onpZ’f, Or(u — qu — )
EeT)
n n,l nl n,l n,
+ > (e + Vo), ou —uppf —vn)) = Y (lo(uh)ene, duu — up — o)),
EE7;LQ eesh
n,l n,l n,l n n,fl
+OZ Z ([phf]e7at(u_uh7' _vh) 'ne)e_ (O-(Uh‘r)ng _tN,hT7at(u_uhT _Uh))FN
ecElugl?
n 7,0 n n,l n n,l
+(a—anp—ppy)g, + (F = Filrs Oc(u —u2)) o + (En =t O — wi))
(4.16)
For each n and ¢, in each interval |¢,,_1,t,], the usual choice of function vy, is
v = Rp(u —ulh), (4.17)

whereas the simplest choice for 6, considering that M} contains the constant functions, is the
integral mean value in each cell F,

Onle = mp(p — phT : |E|/p phT (4.18)

As the surface terms involving KV p - n cannot be controlled by the left-hand side, we apply
the argument introduced in [26]. It consists in extracting the problematic surface terms from the
consistency error equation (4.5) and thus expressing them as functions of quantities that can be
estimated. Since these terms depend on the choice of parameter 7,, to simplify the discussion, we
choose from now on 7, =1 (i.e., the case SIPG), the other cases are slightly simpler because they
involve less terms. With 6}, defined by (4.18), the sum of these surface terms is

*z (Y — P - nede, [0 :—*z (R (P —p) - mcber [ps = 6) ., (4.19)

eGSl 6681

for any function 6 in H*(0,T; Q}L), where Q,ll denotes the space @} defined in (3.3) with degree
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k =1 (thus having no jump). Then the flow error equation (4.5) tested with pi — 0 € My, yields

2

7, 1 a 7, n,
—;f > (&Y~ 0" nete oy —6le), = — (57 + E)(at(p—phf)vphf —0)q,

6681
1 1 N4
——(p— ph aphT n + — Z ({KV(phT 0) - nele, [p — Py ]e)e
"f eeg}lb
— (o — T = 0)g, + (0 — s phE — 0o

Ky
Bringing forth the algorithmic error, this can be written

1 n . )
_;f Z ({HV(p - ph’e) . ne}e; h;@ — 0]6) (at( (p phT) + aV - ('U, uhT )) phTE G)Ql
et}

1 n n 1 n, n,
—— -y o =+ — > (VO —0) - nete.[p— 1)),
s Mfeegi

_nl— N4
K (&t(ahT o 1) Py — 9)91+(q—QZ7PZ£_9)Q1~

Considering that ¢ does not jump, the double scalar product has the expression

1 1 1 0 e
——(p=p ot =0 =—— (- o —8), + —Jn(op" o).
,uf h hT Nf( h hT )h qu h ht

Thus

_72 {kV(p—p}") - ne}e,[pi—H]e)ez—(at(AZ(p Py +av - (u —ulh)), prt — 0)q,

6651
1 1 1 ¢ ¢
——(p =" Py =)+ I o)+ Y (Vg — 0) - nete lp — 0y e,
Kt ry H eEE,IL
o _nl  —nl—1 N
= 55, (00 = ) = 0)g, + (0 = dhs P — D)oy
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Therefore, by substituting this equality into (4.16) and (4.15), we derive

LHS lef((ph’e — oy =Py - ;f(p —pptopt —0), + WJ (P, 20+ Oy)
_n,f—1 _n,l—1 n,l
B E(at(o-hT — Opr ) eh) B 7(815(0-717 ~ Ohr ) Phr — 9)91
n,l n,l
+> (g ph7+aV u}”Hu V- (K(VPR = pgV ), p—phr — On) 5
EeT}
1 n,l 1 n,¢ n,¢
- Z (([ (vPh PQV"?) ne]m {p p - eh} ) +— Z ({K’V(phr - 0) ’ ne}m [p — Dy, ]e)e
BT cec1ier et
h

+ (¢ —aqp — &e(M(p phT)+OéV (u — uhT)) phT —0)q, + (q_q}rz’p_pzf)gl
* Z (3 +V - o (uy, ) = aVp, olu - uhf—vh))

EeT}
n,0 N N
+ Z (fi+V-o(uy’ 9,0, (u — upt —vp)) Z (lo(wp)]eme, O (w — wy” —wvp)),
EETQ ec&y
n,l l 0
ta Y (o )e 0w —uy —on) - me) (o (up)ng =t O (u —up —on))
6651U512

+ (f — fi, O(u — qu))Q + (tN — N i Ot(u — uZTz)) Ty
(4.20)

Note that this formulation requires that 0y (ﬁp+av : u) be sufficiently smooth to be tested against
piecewise polynomial functions.

The functions vy, and 6}, have been chosen by (4.17) and (4.18), respectively. To choose 6, recall
that ppr = p§t + pdlSC, where ct denotes its continuous part and disc its discontinuous constant
part. Then we take

6 = p5l + Su(pi), (4.21)

where S, is an approximation operator of Scott & Zhang type [42] that is globally C° and piecewise
PP; in each cell, see [21]. More precisely, for any node a of Q1, we choose an element E, in {1 with
vertex a, set

S(Phr) (@) = s a,
and

Vo e Oy, Su(hr) (@) = Y ph(Ea)da(), (4.22)

a

where ¢4 is the standard piecewise Py basis function and a runs over all vertices of elements in ;.

Now, for each n, we consider (4.20) for the last iterate ¢ = ¢,, that achieves convergence of the
discrete mean stress so that we can drop everywhere the index ¢ except when it appears as £ — 1,
ie., pp. = p;;f", up_ = uy” fn In addition, to avoid a multiplicity of notation, we denote by vp
the step function in time that takes the value v} in the interval ]t,_1,t,]. Then, we integrate both
sides of (4.20) from 0 to ¢, 0 <t < T, say tym—1 <t < t,, and again to simplify, this integral of the
step function v}’ is denoted by fg vp. At this stage, we observe that the time derivative of u — wy,,

and p—pp, cannot be absorbed by the left-hand side; and hence will have to be integrated by parts.
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Thus, we derive the following error equality:

A 1 [t
L . 2 . 2 A . . 2 . 2
g0 = Pr) Ol + Glle(w = wnr) (@) + 51V - (= wi) Ol + - JRETA
1 t

1 [t 1 [t
=— [ (ph — Phrs0 — Pn h_/ D — Ph, Phr — 0 +/ In(Ph, 20nr + 01)
qu 0 T T)) Mf 0 ( T )h qu 0 ( T

(07 «

t t

/ Z (qn — Ou(— phr+aV um)+ V (k(Vpr —pgV 1)), 0 — Phr — 1)
EeT}

/ Z vPh - ngn) ne]e7 {p DPhr — eh} + / Z {nV Phr — 9) ne}ea [p ph] )

ecElUEL? ccel
t
1
+/ ((q—qh Phr —0) g, + (4= anp — prr)q >+/ (M(p_ph‘r)—f-av-(u—uhf);at(ph‘r_e))ﬂl
0 0

/ Z (0c(fnr + V- o (unr) — aV pur), u — upr — vp)

EeT)!
/ Z (Oc(frnr + V- o(unr)), u — upy — / Z ([0c0 (unr)ncle, u — wpr —vy),
EGTQ e€ly

/ Z (1Ophrler (w — wpr — v3) - M), / (O(o (unr)ng — typr ), u — wnr — vp) 1

ecElUE)? 0

t
- /o (0(f = frr)u — unr), — /0 (Oe(tn =t pr),w — upr)p  + Init + IP(t) — IP(0),

(4.23)
where ) )
it = - llpo — 0 (po) B, + Glle(u(0) — ud)B+ 51V - (w(0) — uf) [, (4.2)
IP(1) =~ (570~ pie) + V- (1= w))(0), (pnr — 6)(H)g,
+ > ((far + V-0 (unr) — aV par) (1), (u — upr — 0p) (1)) ,
EET}!
+ Y ((fur + V- o () (1), (= wpr — vp)(1)) ;= z‘; (lo(unr)(O)nele, (u — unr —vi)(t)),
EeT? ec&y,
+a Z [Phr(D)]es (u = unr —vp)(t) - ne), = (0(unr())na — tnnr (1), (w — wnr —v) (1))
6651U512
+ ((f = far) (@), (u = upr ) (1)) o + ((En = tnpr) (1), (0 — wnr) (1)) 1 -
(4.25)
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5. Basic upper bounds

Here we bound the expressions in the right-hand side of (4.23), in terms of the errors in its left-
hand side, the errors on the data, and what will be recognized as error indicators. Recall that this
inequality is written for t,,,_1 <t <t,, < T, and £ is usually omitted because it is understood that
at each time t,, £ = {,, the smallest integer that achieves convergence. Of course the inequality is
valid for any ¢ > 1, and for the sake of clarity, the indicators are all defined with the superscript
{. Below, C denote various constants that are independent of h, At, and £. Recall that Apax and
Amin > 0 are the largest and smallest eigenvalues of k and recall that v}’ denotes the step function
in time that takes the value v}’ in the interval ]t,_1,%,] and its integral is denoted by fot vp. To
simplify, it is understood that in min~y, and max~y, the minimum and maximum are taken over all
faces e of £}. We consider first the expressions not included in Init, or IP.

5.1. Expressions involving 0y,

Recall that 6, is given in each E by mpg(p—pp:), see (4.18). There are four expressions, we treat
each one in their order of appearance. In the first one, we shall recognize the following indicator
that measures the jump of pZ’e on interfaces in each interval |t,_1,,],

1 e 3 U
Tt = (807 (22) Py Tell o (5.1)

Note that

ST (k) = Aty ).
665,11

Proposition 1. There exists a constant C such that for all constants 61 > 0, we have
1
— | Jh(ph, 2phr + 61|
K

<o &MWMW(ZZ%wﬁHQZZ

n=lecg} n=leecg}

where Amin,e 15 the smallest eigenvalue of Kk in the union of the two elements adjacent to e.

Proof. Let X = Jy(pn, 20nr + 0r) = Jn(Ph, Phr) + Jn(Ph, Prr + 61). First, by Young’s inequality, for
any 01 > 0, and since p does not jump

1
|\ Jn(phs Pir)| < 5 (51Jh(ph'r D, Phr — D) + (Tth(ph,ph))-

This will give the first part of (5.2). For the second part, by the definition (4.18) of 6y, it follows
from (10.4) that, for £ adjacent to e

hg \3., 1
[P =040kl L2(e) = [1PRr —D—mE(Phr—P) || L2¢e) < ChE|phT plae) < C( )2H'“V(PhT—P)HL2(E)

)\mln ,€
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Therefore, owing to the regularity of the mesh,

1 C? e hg Ve
In(onspnr +0) <5 (d1lpnr = bl + 5+ 1) D 2 plelFa 72 52—

(51 651 h (e) he )\min,e
_1 % v Y
5 (8tlpnr =9+ 5@+ D) 3 Lo lpnlelFay )
2 5 he )\min e
et} ’
After integration in time, this will give the other part of (5.2). O

In the second expression, we recognize the algorithmic error indicator defined in each interval
]tnfla tn] by

i = (A0 o o0~ ) e 63

Proposition 2. There exists a constant C such that, for any 69 > 0,

[ . ()(i )] .

n=1

o ! _ _0—1
I(b‘/() (at(JhT_UhT )79h)91

Proof. Let X = Kib(@t(ﬁ;w UhT ) 0h) . On any interval |t,_1, t,],

1 .
= K%E(&Z’E — i 0n)

and the definition of 05 implies

_n,l—1
| X| < AtK ~ ot oy 22 llPrr — PllL2(0y)-

Hence
tn 0] % n,l
| X < f(At) N sup ||par — pllr2(a,),
tn1 b t€]0,t[
and (5.4) follows by summing this inequality over n and applying Young’s inequality. O

The third expression involves the following local interior residual flow error indicator in each
interval Jt,_1,t,] and all E of T;}:

nt 1 n 1 i 1 1 n—1 1 nt 1
Ngp = hE(At)QHQh—I-/TfV-(R(Vph —ngn))—ME(ph —py, )—QEV (u,” — )HL2(E)‘
(5.5)
Proposition 3. There exists a constant C such that, for any 63 > 0,
‘/ Z G — 8t( PtV Upr) + V (k(Vpr —pgV' 1)), 0 — Phr — Hh)E‘
EeT;!
1 (5.6)
2
<2<53/!p phf\thuf(S CQZZ EnE,p ]

nlET1 ’

where Amin g @5 the smallest eigenvalue of k in E.

20



Proof. Owing to (10.3), we have

1
P — phr — Onllr2(m) < hell&2V(p — pre)ll L2k

min,E
Then, the proof of (5.6) is a straightforward application of this bound and Young’s inequality. [

The last expression involves the following local jump flux error indicator, for each e in 5,1 U 5,12
and each interval |t,_1,t,],

1 n
nﬁul;c e = (heA t) 2 H[K’(v]?h’Z - pgv 77) ' ne]eHL2(e)- (57)

Proposition 4. There exists a constant C such that, for any d3 > 0,

‘ / Z &(Vpr — pgVn) - ne]ev {p = Phr — Hh}e)e

651 512
) m (5.8)
2
g253/ p-peli+ 5O DY Y ()]
n=1ceglugpz e
Proof. Note that (10.16) implies that 6, also satisfies for e in &£},
2 2 1 2 1 2

”{p — Phr — Gh}GHLz(e) S )\min . he(”K/2 V(]? - phT) HL2(E1) + ”K/2 V(]? - phT) HL2(E2))7

with only one element E when e is on £}2. This readily yields (5.8). O

5.2. Ezxpressions involving 6

Recall that 6 is defined by (4.21) and (4.22). Here, there are five expressions, examined in their
order of appearance. In the first one, we shall recognize two time error indicators in each interval

|tn—1,ty], one for volumes,
At

¢ _
My = (5 V2|t — Y, (5.9)
and one for jumps on each face e € 5,%,
N4 At % Y % A _
My = (7) (,f) Iy = i el 2ge) - (5.10)
e
Note that A
76 -
(i) + 32 ()" = 5" = w I
6651
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Proposition 5. There exists a constant C such that, for any 61 > 0,

1 ’/t 1 t 5
— P — DhsPhr — 0 ‘S[%/ D — DPh

m

1 A9 d"—l 2 . 2 )\max 1 n 2 n 2 n 2
e e S (e X (6 + b)) )
ey
(5.11)
Proof. First, we deduce from (10.20) that
~d+1 Amax |1 1
[Phr — Ol < CT(K — 1)(min%) 2 Jn(PhrsPhr)?
~d+1 Amax \ 1 1 1
< CT(K - 1)(Fna%) : (Jh(ph‘r — PhoPhr — 1) + Jh(ph,phﬁ)'

Next, we split p — pp, into p — pp+ + pPrr — Py, and set

1

t t
/0 (p = purspur = 0),, XQZW/O (Phr — PhsPhr — 0) -

1
X =—
s

The above inequality yields

1 ~d —+ 1 )‘maX 1 ¢ 1
1Xq| < @CT(K —1)( )2 / |p—ph7|h<Jh(PhT — Dh, Phr — Ph)2 + Jn(Ph, Ph)
0

[N

).

min-vye
With Young’s inequality, this becomes

1 t 2 1A2d+12 2)‘max il n 2 n \2
X4 < %"[251/0 !p—phr\hﬂrac (T) (K1) mz Z ((Wpen) + (nty) )} (5.12)

n=1 665}11

Regarding Xo, there is no need to split Jy,(ppr, prr) because the first factor will be bounded by an
indicator. Indeed, in view of (5.9), we can write

1 t 1 .o,d+1.9 A Ui 2
Xo| < —|2 - — —C?(—=) (K —1)2 = 7 13
| Xs| < 2W[ 51/0 Tn(p = Phrsp = Phr) + 55-C (=)« ) mm%;(ﬁt,p) } (5.13)
and (5.11) is derived by adding (5.12) and (5.13). O

The second one uses ng’g as follows:

Proposition 6. There exists a constant C such that, for any 63 > 0,

o ! - _(—1
Fb‘ /0 (at(UhT ~—Opr )7ph7' - 0)91

lrog [* fif o QN2
<:s|l— J] — Phrs P — Phr < \7
_Q[Mf/o 1W(P = PhroP — Dhr) + 5 (Kb)

1

minvye

C2K —1)? i h? (ng)z} .
n=1

(5.14)
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Proof. The estimate (10.19) implies

2

Ipnr = Ol 20y < C*(K —1)? Tn(Prrs phr)-

min-vye

From here, we infer (5.14) via Young’s inequality. O
The next proposition estimates the third expression.

Proposition 7. There exists a constant C such that, for any 63 > 0,

‘/ > (kY (rr = 0) - nede, [p = pale),

et}

1 d4+1,d+1 5 20/ Amax \2 - "
7 53/ Jhp Phr,P — ph7)+ 253 ( d )2C2< . > (K_l)zz Z (npen)2:|'

min
e m=1ccg!

(5.15)

Proof. Since 0 is a polynomial function, by combining the argument of Proposition 15 with that of
(10.20), we obtain for any 6 > 0

1 d+1

d+12 2 Arnax 2 _1)2
< gy [9mm )+ S5 () O (52 ) (K = 1o o)

qu‘ ezgl {I‘LV Phr — 9) ’I’I,e}ea [ph] )

Thus, the choice

d+1,d+1.2~ 2 )\max 2 N2 . _d“‘l d+1 2 A9 )\max 2 12
03 = 25 ( d ) ¢ (min%) (K—1)% e, 0= 203 ( d ) ¢ (min%) (K —1)7%
leads to (5.15). O

The fourth expression is estimated by applying an easy variant of (10.19).
Proposition 8. There exists a constant C such that, for any 63 > 0,

t
‘ /0 (4= an.prr —0) g,

lrds [* Hf A2 2 P’ /t 2
< -|= — Db P — Phr) + SLCHK — 1) — —
<3| A#@zmppm+% (K=1° i | o= anliaga)

py
(5.16)

Finally, for the fifth expression, we shall use as indicator the jump of the pressure’s time
derivative on each face e € £} and in each interval Jt,_1,,],

Ny =D At( ) I [h’ =i ellr2e)- (5.17)

6

The proof of the next proposition follows easily from (10.19).
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Proposition 9. There exists a constant C such that, for any 6, > 0 and 64 > 0,

174
‘/ (p— ph7)+aV (u —upr), at(phT_a)) ‘ i[Msz phTHLOO(OtL2(Ql))
11 o - n 152
+ A0V - (w = une) [ Foo 0 1222000 )) + (MX + ﬂ) (mlm)(Z (> (ﬁap,J)Q)"’) ]
¢ n=l ee&}l

(5.18)

5.8. Expressions involving vy,

Recall that vy, is defined by applying (4.17) with degree one to u — up,. Here, they can be
combined so that there are five expressions, and each one is estimated straightforwardly by using
(3.6) with s = 1, either applied directly or following a trace inequality. This leads to the following
error indicators in each interval |t,,_1,t,]:
the time derivative of the displacement equilibrium in all E of 7;},

n,l 1 n n,l n— n,f n—
Np1,0u = hEAt||E(fh — v o(u,” —uy 1)—aV(ph — Py 1))HL?(E)a (5.19)

the time derivative of the displacement equilibrium in all £ of 7712,

M =MD (F — F7 Voo = ™) 2, (5.20)

the time derivative of the stress tensor’s jump in the pay-zone and interface, i.e., all e € 5,1 U 5,12,

i 3 1 i
Moo = he At] e (wy” —up” N —alp =i Dnelel ), (5.21)
the time derivative of the stress tensor’s jump in the interior of the nonpay-zone, i.e., e € 5,%,
n,l . % 1 n,l n—1
Nen.oo = hé AtHE[ (up,” —up” )nelell 2 (5.22)
the time derivative of the stress tensor error on e € I'yy,
N N 1 -1
TeNbo = hQAtH*( (up” —u” )na — (= ty)llzee)- (5.23)
For the sake of conciseness, p is extended by zero in 5. We obtain the following volume estimates

for any § > 0; to simplify, the number of repetitions of an element is not specified and is incorporated
in the constant C',

Z / 3" (Ot V - o (unr) — AV phr),w — unr — o) (

EeT}

i[(SHVU uhr)HLthLz ) T 02<i Z nE,i,au)Q)%>2}-

=1 n=1 EE’W

I\DM—A

24



Note that by Korn’s inequality (1.3) with I' =T'p

2
Z IV (u— Uhr)”%%m) = V(u - uhT)H%Q(Q) < KC?le(u - uhT)H%Z(Q)

Therefore the two volume estimates can be combined as follows:

Z’/ (O(frr +V - (uhr)_avphr)au_uhr_vh)E)
EcT}
s 2 m (5.24)
1 C°K " 1\2
< 5 195Gl — wnn)E o praion + o 2o (2 (X (haon))?) |-
i=1 n=1 peT;
A similar argument leads to the interface estimates,
‘ / o (unr) — apprI)nele, w — upr — vp), + (Oi(0 (Upr)ng — EN ), U — Upy — vh)FN))
ec&y,
1 C2K2? /[ & . 142 U 12
s [55G||s(u Wpr) |7 o0 0,6:02(9) T 7((2 ( Z (ne,60)2)2) + (Z ( Z (ﬁgmaa)zy) )}’
2 G
n=1 ec&, n=1 ,cgN,0
(5.25)

where 7 g stands for 7. 1 9o in 5,1 U 5,12 and 72 9o in 5}%.

5.4. The first expression and the data errors

The first expression has a straightforward bound,

le‘/ot((ph_ph‘rap_pln)) = 51/ lp— phTHh+ Z(nm) —1—2 77tJ )] (5.26)

ecE}
There remain the three data errors. We start with the error on ¢,
t
1162 M
‘ /0 (q —dn, P — phr)gl 5 {anhr - p||%<><>(07t;L2(Ql)) + g”q - %H%l(o,t;y(gl))}- (5.27)

And we finish with the error on the time derivative of the force and the given traction,

| 5o |

t
‘/0 (@(f—fhf),U—UhT)Q’ < S 105Glle(w — une )T 0r2()) + 5:C 10:(F = Far) 71 0,022 ()

02 01

l\’)\}—‘ N | —

t
‘/0 (Ou(tn _tN,hT)au_uhT)F ’ 0c(tn — tN,hT)"%1(07t;H71/2(FN))]a

(5.28)

|:55GH€(U uhT)HLoo (0,:L2(€2)) +

1
where C1 is the constant of (1.5) and Cy is the constant of a trace inequality on I'y, from HZ)(I'y)3
to W.
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5.5. Bounds for IP(t)

The bounds in this subsection are derived in the interval |t,,—1, ], 1 < m < N. They use the
following error indicators at time ¢,,:
the pressure jump

Ve 1 n,l
= he(E)QH[ph ]€||L2(e)7 (529)

for i = 1,2, the displacement equilibrium in all £ € 7;3', with pp, set to zero in g

n,l
"p,J
L £ N
N5 = hElfi +V - o(w,”) —aVpy 2w, (5.30)
the stress tensor’s jump in the pay-zone and interface, i.e., all e € 5,1 U &2,
n,l _ h2 nly n,KI 5.31
Moo = e |[[(o(uy”) — apy " I)nelel| L2 (), (5.31)
the stress tensor’s jump in the interior of the nonpay-zone, i.e., e € 5,21,
nf i n,l
Neae = héll[(a(wy )melellr2(c) (5.32)

the stress tensor’s error on e € 'y,

nl i nt n
Neno = héllo(w, )mo =ty L2 (5.33)

The first bound follows readily from (10.19): There exists a constant C' such that, for any dg > 0
and 67 > 0,

| ((%(p — i) + AV - (= ) (1), (i — 0)(1)) g,

17 2 2

< 5 [T[ |(p — phT)(t)HLQ(Ql) + A07||V - (u — uhT)(t)”LQ(Ql) (5.34)
A9 L a? 2 1 j : _ m—1\2 m \2

+C (56M + 57)\)(K 2 min-ye (@ s )" 5l )},

eeg‘?,lL

where 0 < s < 1, in fact s = Zlm1 gince tm—1 <t <t,. The remaining bounds are straightfor-
At g

ward; they hold for the above s and for any dg > 0. We have first the volume estimate,

2
SIS (e + Vo) = aV o) (1), (w = wnr = 0a) (1) |

i=1 EeT}

1 021(:2
§§|:58GH€('U/—U}W)( )||L2(Q)+ 5:C ;E§Z< (1—s)( nEzu) +5(77E2u)2>].

(5.35)
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Next, we have the interface estimate,

|3 ([0 (unr) = apne D) Oneles (= wne = o)1), + (o (wne(B))na = by (8), (1 = e = v)(0); |

e€Ey

< %[(5861”5(71’ - uh’r)(t)H%Q(Q)
O S (@ ) + D (= ) + sOe))]
(SSG ne,a' ne,a' ne’N’U T]e’N’U .

e€éh 668,1;7’8

(5.36)

Finally, the bound for the data terms is

[&;GHe(u wpr) (81720

l\D\P—‘

[((F = Fur) (0, (= wn) (0) o + (B = Enar)(O), (= une ) () | <

+ 687G<K2Hf - fhr”%oo(o,t;m(g)) + CXCYllty — tN,hT|’%oo(07t;H—1/2(FN))>i|-
(5.37)

5.6. The initial errors

Let us star with bounds for IP(0). At initial time, these bounds are simpler, mainly because p%
has no jumps, and hence (p,r —0)(0) = 0. Hence a combination of (5.35)—(5.37) gives for all jg > 0

1
[P(0)] < 5 [3agaus<u<o> — ) [F20)
(5 G(K2<Z Z nE‘,z,u Z (772,2,0')2 + Z (ng,l,U)Q + Z (n[e),N,o')2 (538)
8 i=1 EeT} ecEluE? ecE}? ecg?

+ Hf - thH%oo(O’t;lﬂ(Q))) + 0120]2\/||tN - tN,hT||%oo(07t;H—l/2(1"N))>i|'

Note that 7787170 only appears in the interface because pg does not jump.

Regarding the initial pressure and displacement errors, by definition the former is simply an
interpolation error, see (3.9) and (3.5). But the initial displacement is computed and its error stems
from (4.13). By testing (4.13) at n = 0 with v = u — u)), we readily derive by the above argument
that

26 e(w(0) — uf) 220 < 4A||zo< )= Bl220,) + [TP(0).

Hence the choice dg = 2 in (5.38) yields

0\ (12 012
Gle(u(0) — ud)|l3 5 )_MHp() Pillz2(a,)

+’*<’C2<Z ST i)t YD (Pae) DL (i) Y. (ne)” (539)

i=1 BeT}! e€&lUE?R e€&}? eeglN?

+1f - thH%OO(O,t;LQ(Q))) +CiO% [tn — tN,hT”%oo((),t;H*1/2(FN))>.
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Similarly, the choice dg = % in (5.38) leads to

[0
ANV - ((0) = up) 7210y < - [1200) = Pl 720,

ST X )t X () X )+ Y (he) (640

=1 BeT}! e€&lUE? ecE}? eegé\’va
+If = farll} FO20% |1ty — tnar|?
hrilLoo(0,4;L2(0)) 1UNIEN = IN A7l poo(0,6,H-1/2(T ) ) -

5.7. The reliability bound

Let us substitute the above bounds in (4.23). Since there are many indicators, to simplify, they
are grouped into categories,

e the algorithmic errors,
m m

1 0\2 2
N, = (Z(A t)zng) +3 12 (np)*, (5.41)
n=1 n=1
e the time errors,
m
e =3 () + > ()?), (5.42)
6651

e the flow errors,
m m
Mhow =D > (nh Z Z () (5.43)
n=1 EGThl n=1 Uglz

e the penalty jumps,

Mjump = i Z (npen <i Z op.7) 2 %> + Z ( an (nngJ)2>’ (5.44)

n=1eee} n=l ee&} ecéy

e the errors on the tensor’s time derivative,

m
1 1

Moo = <§: (> ( 773,1,30)2)5)2 T (?Zn: (3 (120)") %> ( Z ne,N,80)2)§>2’

n=1 ecglugl? n=1 ec&? n=1 eGS
(5.45)
e the errors on the displacement’s time derivative,

2 m

=3 (XY (heon))?)” (5.46)

i=1 n=1 pgey;

e the errors on the tensor at final time,

= Y () + 0)) + 30 (5 + (1)) + 3 (08 5)"+ (va)?),

ecELUEL? ee€}? ceg)?
(5.47)
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e the errors on the displacement at final time,

nn Z Z ( ﬁEzu (ng,i,u)2>7 (5.48)

=1 EeT}!

e the initial errors,

2
Z Z nEzu Z (ng,l,a)2+ Z (77372’0-)2"_ Z (ng,N,a)Q‘ (549)
i=1 T

ecE}? ecELUE? ecel?
Then, we have the following theorem.
Theorem 1. The following reliability bound holds for all time t, t,,—1 <t <tp, 1 <m < N, with
a constant C independent of h, At, and t,

G A
7MHP - ph’r”%w(o,t;L2(Ql)) + §||€(U - uhT)H%OO(O,t;LQ(Q)) + ZHV (u— uhT)”%OO(O,t;LQ(Q))

I .
+ ZMf/O Hp 7ph7'”}21 < 0[770 + ||p(0) - Hh(P(O))||2L2(Ql) + ||q - qhH%l(O’t;LQ(Ql)) + h2||q — qh||%2(91)><]0,t[)
+ Nalg + Mime + Mump + Mow T M85, + 175, T e, + 117,
+ ||at(.f - .th)H%l(o,t;LQ(Q)) + ”8t(tN - tN,hT)||i1(07t;H71/2(FN))

+ Hf - th”%oo(o,t;L?(Q)) + ”tN - tNJl’THioo(o’t;H—l/Q(r‘N))}'
(5.50)

6. Weak residual error terms

We observe that several indicators involve time derivatives, whereas the left-hand side of the
reliability bound (5.50) does not. As a consequence, some indicators cannot be bounded by the
error terms of this left-hand side. Thus, when developing these bounds we are led to introduce
several weak residual error terms, relative to derivation in time, that arise in the subsequent section,
namely,

tn 1
) =), 2 o

2
1,0 n,ln nyln  —nlp—
(qh _Q+at(M(p phT )+@v (’LL uhT )) +fb6t(ah7' _UhT 1)’9h)91 ?
(6.1)
E = ||qp, q t M p—= phT hT L2(tp_1,tn;H-Y(E))’ '
where F is any element of £,
tn
gnln  — / sup \ (Orr (u—uj "), £(0)) = (D (p—pj"), T+0) = (D~ i), ) .
2y tn_1 ’l)EHl E)3 |'U|Hl
(6.3)
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where E C ;, i = 1,2, and p is set to zero in {2,

t
n " ]‘ Nn,en T ,En n
Ew;fga —/ sup 7‘(8t0'(u—uh’f ),s(v))w —a(@t(p—phf )’V'U)w _(8t(f_fh7)’v)w
7 th—1 vEHS (we)? |U‘H1(w5) e e e
(6.4)

where e is an interior face of {2, and again p is set zero in (2o,

)

tn 1
gn’En :/ sup EEre— 80’ 'U,—'U,n’en ,e(v - a t _tn T , U - a f_fnT , U
N7 S wemi (my? ‘U‘Hl(E)‘(t (=) 6@) o= (Ot —tpr) ). = (S = Fii)v) g
(6.5)

where e is a face on I'y, F is the element adjacent to e, and exceptionally,
HYE)={2€ HY(E); z=0o0n 0F \ ¢}.

Before estimating these terms, we introduce the notation for any function ¢ in L'(0,T),

m@zgl"mm.

We shall also use an auxiliary regularizing operator P, of Hermite type that will only serve for
theoretical purposes, P, : H'(Q) — Zj, where

Zn = {2, €CY(Q); 2| € Po(E),VE € T;},

with r > k sufficiently large to guarantee that the functions of Z, are globally in C*(Q) and satisfy
the approximation property (3.7), see for example [13, 9, 45]. With this operator, we associate the
following interpolation error:

1
2 51
Ar(p) = 1Pap)=pla+h( Y IV (VB 0) =) 320y ) +1E 16V (Pa(p)—p)-mia]l p2(ry)- (6.6)
EeT)
To alleviate notation, when there is no ambiguity, the superscript ¢, will be omitted.

Proposition 10. If the data k and the unknown p are sufficiently smooth, we have

tn

nven 2 é nyzn 2 tn nyg’ﬂ
€ < o [ sl [ AP, (6.7)
/"Lf tn—1 tn—1
Proof. Set
n 1 n n a —n —nln—1
X:qh _q+at(7(p_ph7)+av (u_uhT)) +7at(0-h7_0-h7- ) (68)

M K
The a priori error equation for the pressure (4.5) reads for any 6, in My,

1 7 7 '
(X,01)q, = — [((ph =, 0n)n — Z ({kV(ph —p) - necte, [On)e), — Z ({kV 0 - nete, [P, —P]e)e}-

i e€k; eck}

Note that this equality is unchanged when any global constant is added to 6} in its right-hand side,
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thus justifying the definition of 5}1’6". By inserting p}_ and P, (p) in this right-hand side, we obtain

(X,0n)q, = le [((PZ = Phies 00D+ (P = 0 )n = D ({V (0} = Pu(p) - mele, [B1)e),

668%

(6.9)
- Z ({’{V(Ph(p) _p) ’ ne}ea Wh]e)e - Z ({"LV Op - ne}ea [PZ _p]e)e} .
ecE} ect}
We infer from Green’s formula and the regularity of & and Py (p) that for all § € H(),
= ({kV(Pa(p) = D) - netes ), = — D> (V- (6V(Pulp) — p)), 0 — 0)
c€E}, EeT}!
= (Pulp) =205 = 0), + [ V(Pr) = 1) man(Or — ).
Thus (6.9) reads for all 6, in M, and 0 € H' (),
(X,0n)q, = le [((PZ — Dives O + (Phy — 2 On)n — (Pu(p) —p),0n — 0),
- E; (KV(Pu(p) = p)), 0 — 0) , + /F kV(Py(p) — p) - n12(0 — 0) (6.10)
- Z ({K'v(p;zl — Pu(p)) - mete, [eh]E)e - Z ({Hv On - Mele, [Py _p]e)e}
et} e€E}

By applying to the last two terms the argument used in proving Proposition 15, we derive

|7 {8V~ Palp)) - mebes [80)e) | < €32 (3) 2100 ija") 2|V (5, — Palo))l 5

€ e
ect} ect}

A )\max L 1y
< C(= )2Jh(9h’9h)%’ph_Ph(p)|h-

Likewise,

1S ((5Y 0 mcker I — Pu®)le),| < G225 068 — Pa(p), o — Pulp))F 100 ln
eGS}L

Hence, by substituting these two bounds into (6.10) and employing the estimates of Proposition
16, we obtain the following bound for X:

1 T n )\max
X 80) | < [ (198wl + 8 oo+ O )2k = PaGe) ) 100l
+ Cr (p) (00, 00)% ]

Thus )
(X ) ‘9h) ol
sup

¢
S S o = I e =l A2,
one,/k  |10nll7 I
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which implies (6.7). Note that the second term is an error bounded by Theorem 1. O

The bound (6.7) supposes that V - &V p € L?(Ex]t,_1,t,[). This only guarantees H3 regu-
larity of the normal trace of KV p on the interface I'12, see [23]; but its L? regularity follows from
the no flow condition.

Proposition 11. Let ;) g denote the restriction of n, defined in (5.9) to an element E. We
have

A b

n,ln max . n,ln

(E5") < 3[C20ig+ 2 ([ o=t s+ ) (6.11)
f n—1

with the constant C' of (10.1).

Proof. For any element E in Qy, take § € H}(E) arbitrary, non zero, and 65, = 0 in the flow error
equation (4.9). As 6 vanishes on the boundary of E, (4.9) reduces to

(qZ—quat(i

‘s n 1 n 7 7
M(p —pp)+aV - (u— um))a@)E = _/~Tf <(P — e, ie + (Phr _pfm@)h,E)

+ (an 3t( P +aV - ujl ) + o LV w(V = pgV ), 0)
Owing to the local Poincaré inequality (10.1), we have

(ah 6t(MphT+av uh) + V- (KT~ pg ¥ 7).0)

< Chglq" —&e( Phr +aV - uh7)+u V- (6(V 11 = gV )| 12y 101 (12

Then by dividing by |0|g1(g), squaring, taking the supremum with respect to ¢ in H}(E), and
integrating over |t,_1,t,[, we recover (6.11). O

Take i = 1; for Sg’(i"aa, we test (4.14) with v, = 0 and v € H}(E)3; this gives

(0(0(w — uj,)) €()) g — a(Oe(p — Phr), V- 0) = (O — fin) v)
= (0 fi, + V- o (0uf,) — aV dipjy,, v)

Therefore, by (10.1), we obtain
(@1l —uj),e(v) a0 = pii), V- v) = ((F = Fil),v))
< Chglloufy, +V - o(0wug,) — oV Owpp. |2 g v o (m)

and by integrating in time, we derive a bound for Sg’li"a »- A bound for Eg’é"a . follows by the same

argument, with an analogous formula and we have with the constant C' of (10.1),
n,ln n,ln .
Erive SONg oy, =12 (6.12)

Regarding & a > assume for the moment that e is interior to €1, test (4.14) with v;, = 0 and
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v € H}(w.)3. This choice yields

(o (0w — ) e(v)),, — a(@lp— i) V- v),, — (B(F = £1) V)

= Z (atfl?f +V- a(@tuZT) —aV atp?iﬂ ’U)E - ([(U(atuZT) - aath‘rI)ne]m U)e
ECUJ&

< > oufi + V-0 (Ouf,) — o dpj (s 0]l 2gsy + (0 (Geug,) — adph Dnclell r2ee) vl 22 -
ECwe

By applying (10.2) and (10.5), and dividing both sides by [v|g1(.,), we deduce

\U\Hll()‘ (00w —up,)) e(v)),, —a(dp—ph), V-v), — (O(f = fir)s V)

<O (S 10 + V- (@) - ¥ 0l ey

ECwe

D=

1
+ e |l[((Drui,) = adiph Dnelelraqe )

After an integration in time and maximizing over v € H}(w,)?, this implies

1
&l < CI(X o)) + g (6.13)

ECLU&

When e lies on I'19, the same argument leads to

1
€050 < CL(7 0u)” + E04)") " + 1050 (6.14)

where E1 C Q) and Ey C )y are the two elements adjacent to e. When e is an interior face of o,
the relevant bound is

N

[ C[( > (ng’é’jauf) +n§’§j5a]. (6.15)

ECLUe

For 5:’]6”60, we proceed as above, but w, is reduced to the element FE adjacent to e and v
vanishes on JF \ e. Then we easily derive

72” A 7£n ,En
’gZNﬁcr‘ < C(”%,z,au + 772]\7730) (6.16)

Remark 1. The weak residual error terms studied above will affect the effectivity index since they
will be used to estimate some of the indicators. Hence, evaluating the effectivity index requires their
numerical computation or approximation. Unfortunately, their computation is not straightforward.

7. Lower bounds

Here we bound below the error, i.e., we derive upper bounds for each indicator in terms of
the errors on the discrete solution and the data. Some of these bounds will be derived under the
assumption that & and the solution are sufficiently smooth. As before, C denotes various constants
independent of h, n, and At.
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7.1. The algorithmic error indicator

Let us start with an arbitrary value of ¢. First, the contraction property (10.14) yields

n, 1 1 n —n—
ey < (At)QWHM Al P (7.1)

Where
— 1 —

Next, a bound for the first term in this rlght—hand side reduces to a bound for the second term, as
shown in the next proposition.

Proposition 12. We have

nl o n—1y(2 o n—12 212 g en—1 n gn—1p2
||V-(uh —Uuy, )HL2(Ql) THP —Py, HLQ(QI) QG)\(P KA\ f—f ||L2 Q)+C1CN||t —ty HH 3y ))

(7.2)

Proof. By taking the difference between (3.14) at step n, £ = 1 and at step n — 1, and testing

with vy, = u;” ! —up ! we obtain, after applying Korn’s inequality, a trace inequality, and Young’s

inequality
71 -
2Gle(up — up )72 + AV - (uh = up ™72
1 71 - a 71 - 71 -
:(AWW e,y + I = By + 26 e — wi ) B

2172 n n—1 n n—1(2
G (PRI = £ gy + CRCRIER — 37112y ),

4G H™ %
which reduces to (7.2). O
Thus
—n,1 —n 1 K 2121 £ n—1 n n—12
o7, HL2(91) < 20 (1"'7)”17 HL2(91)+)\G <P KA = f HL2(Q +CION IR =5 H3( N))’
(7.3)

and we must find an estimate for pZ’l — pzfl. This is the object of the next lemma.

Lemma 1. Suppose that the penalty parameters 7. satisfy (10.12). Assuming that the solution and
Kk are sufficiently smooth as in Proposition 10, we have for allm, 1 <n <N,

1 1 Oé2 n.1 n— n— n—
s (ar T @) I =B e, < Ol = m(Pa@)R + Tuwh ™ = mie) 7 = m(p))
1 1
+ ALY V- (8 Vm(Pu(p) = P72 + (h+ At+h2 + (A1)2)|l Vm(Pa(p) = p) - a2l T2,y
EcT;}

n 1
+ " = (@720 1t 1 + ||5t(ﬁp +aV-u) ||%2(91X]tn717tn[)]‘
(7.4)

Proof. By inserting p;~ Land m(Py(p)) in (3.12) at step £ = 1 with 7, = 1, and recalling that P, (p)
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does not jump at interfacs, we derive for all 8, € My,

(12
(7 + ) g0 = o 00, + oG =0 B+ (0 = m(Pa0), 00
+M1f > (k(Vm(Pu(p)) — pgV 1),V On) , — Hlf > {rVERt oY) necte [Ohle),
EeT,}! 6651
- :f > (kYL = m(Pa(p) - netes [Onle), — PTf > ({R(Vm(Pu(p) = pgV ) - nete, [O4le),
eck; eek}
- ;f Z {K'v eh ne}e, ]e)e - 'ulf Z ({KZV eh : ne}ea [PZﬁl]e)e = (qnaeh)Ql
eESl

eEE}L

With the choice 6}, = pZ’l - pZ_l, this becomes

1 042 n,l n— 1 n71 — 2 o . -
(37 T &) Pk — Pk 1||%2(Q1)+;f||ph T g({"v(ﬁh g
ecen
Lo ol 1 - -
— f;f((Ph I m(Ph(P))aph,l - D 1))h + ,LT Z ({RV(ph 1_ m(Py(p))) - e }e, —p} 1]6)6
6651
1 e . o
iz 2, (Vi =) mede b 6_7 Y (R(Vm(Pu(p) = pgV ), V(" =0 )
< Ee’r1
1 Lo
o 2 (Y m@B) = pgV ) - mede. oy =277 e).
et}

1
+(q" = m(q),pp" — o Moy + (mlq). ppt — Py V.
Let us examine the terms containing V m(Py(p)) — pgV n. Since the gradient of Py(p) does not

jump at interfaces and k is supposed to be sufficiently smooth, by Greens’ formula applied in each
E, we can write for any 6, € My,

= > (V- ( (Y m(Pa(p) = pgV ), 0n) s = Y ((Ym(Pu(p)) = pgV 1),V 0n)

EeT} EeT)!

=S ({R(V m(Pap) — pgV 1) - e [B4]e), — /F K(V m(P(p)) — pg¥ 1) - 112 O
665,11 12
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Hence

o ((Vm(Ph(p) = pgV ),V On) s + + > ({R(Vm(Pu(p) — pgV n) - micte, [Brle),
H EETy, ecE}
= 2 (V- (BT mP) = paV 1))~ o [ AT mPup) =gV 1)zl
H EeT}! Hf Jris
1 1
= Z; (V59 m(Pu(p) =) 0h) = | 9 m(Pp) = p) sz

LV (Y m) — g n)) b,
wy

where the no flux interface condition in (2.3) is used in the next to last term. Finally, let us
integrate in time the flow equation in (2.3) from ¢,_1 and t,, divided by A¢. Considering that &
and pgV 7 are independent of time, this gives for any 0, € My,

1 I 1
(m(q),0n)0, + @(V (K(Vm(p) = pgV ), On) g, = 17 /tn1 (0(37p+ V- u),0h)q, . (7.5)
By collecting these equalities, we obtain,
1?1 w1 g 1wt e 2 1
(M + E)E”ph by ||%2(Q1) + leth ~ P i - — %;1 ({rV (" =P ) - meke, ~Ph
ecey
1 .- 1 -
= _7((79;1 ! (Pn(p)) Py, py, Dh+ — Z ({”v( (Prn(p))) - mete, — Py, 1]6)6
Hy ! eES,ll
’l"L n— 1 7 —
+— > ({rV( ) nete, [yt —m(p )}e)ﬁ; > (V- (kVm(Pu(p) —p), P —pp !
s eEE,ll f EE'Thl
1

n—1

—— | &Vm(P(p) —p) ma (o =) + (0" = mla), Pt =P g,
T Y E S N )
At " t Mp Py by, Q-
(7.6)
The assumption (10.12) on the penalty parameters v, implies that
1 n,1 n—12 2 \V4 n,l n—1 n—1 > 1 n,1 n—12
7th — Py Hh_iz({’q’ (Ph — Dy, ) ne}ea[ — Py ])6_7\\1% — Py ”h
Hf M cee! K

With this, (7.4) is deduced from (7.6) by a straightforward variant of (10.9), suitable applications
of Young’s inequality, and the consequence (10.24) of the trace inequality on T'jo. O

By substituting (7.4) into (7.3), by using (7.1), and recalling the definition (5.3) of the algo-
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rithmic error, and the notation (10.15), we obtain the following bound for nf"f

2
(") <m0+ 55 )2 (1 (P + oA o). i)

+ Z IV (& V(Pr(p) - p))”%%Ex]tn,l,tn[)
EeT;

1
h h2 1 )
VR v (At)2 )IwV(Ea(p) = p) - mr2llL2e 1161 )

+ 10" = all72uxq 1D +||3t( p+aV-u)laq 1,tn[))
K} 1

+ ar a7 (PPN = £ ey + CECR NN — 6312y )]

H™ 3 (Ty)

From the a posteriori point of view, this bound is not satisfactory because the three last terms
cannot be interpreted as errors, but just involve the solution and data; this is strikingly true of the
first of these terms that has no reason to be small. This reflects the inconsistency of the algorithm’s
starting value at each time step, and this effect can only be mitigated by iterating sufficiently, i.e.,
taking /¢, sufficiently large to guarantee a suitable estimate of the error

m
> VAL,
n=1

n (5.50). To this end, we prescribe the condition for all n
b
(BEKp)™

with a constant C' independent of n, h, At (to simplify, we do not explicit this constant). The next
theorem summarizes this result.

< CAt, (7.8)

Theorem 2. Assume that (7.8) holds at each time step and that (10.12) is satisfied. If the data
and solution are sufficiently smooth, we have

n n n— n— n— 1
v <ClAt T = m(Pp))ln+ At T = m(p), P = m(p))?

+ AL IV (8 V(Pa) = D) T2t 1))
EeT)

1 1 1 1 1
F(ADE(hE + (At +hT+ <At>4)unv<Ph<p> =) sl vy )
+ Atllg" — qll L2 (2 x)tn—1,ta]) +At||3t( —p+aV- )HLZ(le]tn_l,tn[)>

+(A)? (HatfHLOO (tn-vtmiz2@) TIOEN] ) 2(rN>>)]'

Remark 2. Observe that, if in addition to the assumptions of Theorem 2, the mesh size and time
step are of the same order, i.e.,
h < C At, (7.10)
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then (when ¢, achieves convergence)

N 1
n—1 3

N
So@aning < C[anF (3 Aulpp = m(Pup) R + @t = ot = )
n=1

n=1

[NIES

+ AL DIV (R V(PLP) = )72 mx01p)

EeT,}
3 n
+ (At 1|k V(Pr(p) — p) - nazll 2 xgo,rp + Atlla™ — all 2, <)o,

+ 810052+ 0¥ @)l zz@u ) + 10F oz + 108N e g oy )]
(7.11)

Under the same assumption, the other term in ng'fg is much more favorable because it is bounded

as follows

N 1 s N 1
(Dor2)*)* < Cl@anf (3 Al = mPa@) + T~ = p.op ™" = p)?

1
2

i
I

+(ADY( D IV (kV(Pa(p) —)IZ2mx0p)

Z n
+ (AT V(Py(p) — p) - a2l 2oy + (A" = allz2 @y xj01p)

+ @02 (I(55p + 0¥ - w)lza@uxiory + 10 li=orizz@y + 1088 g o))
(7.12)

7.2. The time errors indicator
A bound for the time errors indicators 7, and 7 s, defined in (5.9) and (5.10),

o _ At 1 o _ (DN (Ve N2 ntn _ p1
b= (G = e = (50)7 (GE) I = o elleeco
e

is derived by much the same argument as in estimating & ¥

Proposition 13. Under the assumptions of Theorem 2, we have

A~

n C fn n
e Y ) < a2 4 ) [ (e - sl AP (1)
n—1

77
t’p 15 to

6681

where the interpolation error Ay(p) is defined in (6.6).
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Proof. Proceeding as in the proof of Proposition 10, we define X by (6.8) and write

:f (@7 = Dhrs D0 = D (VW5 = D) - medes 0n)e), = D2 ({8 0 mces [of = wiirle). |
ect} eck}
= (X, eh) + f[((p Phrs On)n + Z {kV(Phr — Pu(p)) - mete, [ 9h e T Z {kV O, - ncte, [phy — ]e)e
ect}l et}
+ Y (V- (6V(Pu(p) = ), 0 — 0) , + (Pulp) — p), 6 — 0), — /F12 KV (Ph(p) = p) - 2O — 9)]-

EeT}

With the choice ), = pj —p}!_, we recognize in the above left-hand side ay, (65, 0),) defined in (10.10).
Assuming (10.12), ap (0, 61,) is bounded below by (10.13). Thus, by applying to the last three terms
the estimates of Proposition 16, we derive

gl s sp S e b g+ B4G) - pl)
2pp T " opery/r Onlln pug LR minvye hr
¢
+— (A1(p) ~ |Pa(p) — pln) |-
min~yg

Note that
Phr — Pu(p) = (Phy — ) + (0 — Pu(p));

therefore, the argument in the third term can be replaced by p;_ — p and the contribution of
p — Pn(p) can be incorporated into A;(p). Then the proposition follows from

1 fn n n (|12 n\2 é 2 fn n 2 2
oz [kl <3(ED?+ (0 [ (et — ol + A )].

4luf tn—1 f tn—1

7.8. The local interior flow error indicator

Recall formula (5.5) for ng p,
n 1 n 1 T,k
My = he ()2 |a; + Y (R(VER"™ = pgV ) = C‘%( P 4+ aV g™ | o

The bound for n% » proceeds via a standard local argument in each element £ C Q. To simplify,
we assume that restriction to each E of the density p and the components of the permeability
tensor k are polynomials. The pressure error equation (4.9) is tested with 6, = 0 and

1
0lp = b (QQ Y (K(V ol — gV 1)) — 5t( Phr +aV - ’uhT)) Pt

extended by zero outside E, where bgr is the lowest degree unit bubble function in £. Thus
0 € H}(E) is a polynomial function and

n 1 s
100 2y < llan + ;fv‘ (k(Vply — pgV ) — at( —phr +aV - up )2
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Let
n 1 7
A= (gp+ Y (k(V P — pgVm)) — 3t( Phr + oV - uh), 9)E

On the one hand, as @ is a polynomial function, a familiar scaling argument leads to
A 1
A > Cllgp + Y (K(Vp) — pgVn)) — 8t(MphT +aV - uft) 1)
On the other hand, (4.9) reduces to

1
A:(qﬁ—q—i—&f(*

n n 1 n n o .n
AP~ Phe) +aV - (u—up)),0)p + i ((p = Dhrs O)ne + (R — PR 9)h,E>~

By collecting the above inequalities and applying (10.6), we derive

1
hEHqZU—fV-(n(w-ngn)) 8t( Phe+ oV - ui )|

1 1
< C(Wxﬁlax(!p—pzf ~ Blne) + ok — 0+ 00550~ p) + o - (= ul) -1 ).

By squaring both sides, integrating in time over |t,_1,%,[, and recalling the notation 8g’€”, we
deduce an upper bound for 77%’1“;”,

n A n 1 tn n
(UE”i,n)Q < 3C? [(“:}jgn)2 + lﬁ)\ma}((/t Ip — p n|hE + (nt,ng) )} (7.14)
f n—1

7.4. The local jump flow error indicator

Recall the local jumps 7pen defined in (5.1),

1 30,
mie = ()2 () B el 2

N

By inserting p;>", ngéf{l has the bound

tn
; Ye 1 m, ln n
(pe)” <2 [ N = pit el + 28t = s 0 = pi")
n—1
(7.15)

tn
7£n ,En
=2(n}y OREs 2/ I —pp"p—ppe")-
n—1
This is an acceptable bound, since the first term is an indicator and the second one an error term.

7.5. The local jump flux error indicator

The local flux jump 7gux . defined by (5.7) reads

Ln 3 L
Mhaee = (heA)2[|[R(V P = pg V) - mele|
The bound for ng, ., is derived by a classical argument on each face e € 5,1. To simplify, we restrict

the discussion to internal faces, the case of boundary faces (i.e., on I'12) being simpler, since jumps
on I'1o are just traces. Thus, let e be an internal face and let b, be a unit bubble polynomial
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function of the lowest degree that vanishes on de. Let é be a reference unit face and @ the union
of two reference unit elements that share é. By working first on @ws and then switching to w. by a
1

suitable transformation, we can construct an extension operator G, linear from HZ (e) into H} (w.)
and uniformly continuous with respect to e and h, i.e.,

1 .
Vf e Hgle), 19(Nmw) <CIfI 1 (7.16)
with C independent of h, e, and w.. The pressure error equation (4.9) is tested with 6, = 0 and
Olo. = g(['i(vpﬁ —pgVn)- ne]ebe>~

1
Thus 6 € H}(w.), hence has no jump through e, and 6|, € HZ(e),

1611 22e) < 1 [R(V DRy = pgV 1) - e] 2 (e)

Moreover, by the construction of G and the fact that the restriction of € to e belongs to a finite
dimensional space, we have on the one hand,

([K(V B} = pgV ) - 1], 0), > C||[R(V PR = pgV 1) - mele (o)

On the other hand, (4.9) reduces to

1
i (VP = pg V) - e, 9) (8t( (b= phe) +aV - (w—uf)) = (4= ai).0)
1
+> (g pm +aV-up) + —V - (k(Vp} — pgV 1)), 0)
ECLUe Mf
1 7 7 7
- ,Uf<(p _phT’e)h,we + (ph‘F _ph’e)h,we>'
Therefore,
1
(9 21— g7 ) muig(e < 1050~ i) + 09 - (w— ) — (g = gl Pl )

+ > llgy — ai( phﬂraV uh7)+ V (=(Vph = pgV )l 2 101l L2
ECwe

1
+ (19 = Phelns, + 1P = o) re|h,we]

Then, by applying (7.16), (10.1), and (10.8), we derive

H[wpz—pgvm-ne]eHLQ(e)sc[u (h1||at(M<p Pi) +aV - (w—u) = (@ - g1

)

D=

h2(Y llgp - phT+W uhT)+MfV (=(Vpi = pgV )l 72(m)
ECwe

>\max

+ ( ) |p phT’h We + |phT pz‘h,wg .
he
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By squaring both sides, multiplying by h., and integrating with respect to time, we obtain
tn
Ln An Ln L \2 An |2
iz )? < 3C 3 (€252 + 32 )*) + 2hmae (05, + /t p -l R)] @)
ECwe n—1

7.6. The time derivative pressure’s jump indicator

Recall formula (5.17) for sy, 7,
N4 % A
iy = heant () g ok — o eleaco

By comparing with n;’ f” defined in (5.10), we see that

n,ln 3.1 n,ln
Nop.7 he(Kt)Qnt’J . (7.18)

This is an acceptable upper bound if we assume that
h2 < C At, (7.19)
a condition less restrictive than (7.10).

7.7. The time derivative of displacement balance indicators

Take ¢ = 1 and consider the time derivative of the displacement equilibrium 7z 1 g, given by
(5.19),

Z’n ’gn 7€n
’f]% 1,0u — hEA tH&gf;?T + V . a(atuZT ) — aV 8thT ||L2(E)
When equation (4.14) is tested with v, = 0 and
U|E =bpo, (ff?’r +V- U(“’ZT) - avPZT)7
extended by zero outside F, it reduces to

(atf;‘ZT + V- U(atuZT) —aV 8tp;zb7" v)E = (o-(at(u - U’ZT))? E(v))E - a(@t(p - pZT)7 V- ’U)E
- (at(f - f}?‘r)?v)E

Thus, by proceeding as in Section 7.3, we deduce that
Clloufi +V - o (Oh,) — oV Opp [ )
1 n T n
< <‘U‘Hl(E)‘ (U(at(u - uhT))vs(,U))E‘ - a(at(p —Phe)s V- v)E - (at(f - f}m’U)E‘) |’U\H1(E)
C ( 1

= E ‘(0’(875(114 - ’U,ZT)),E(’U))E - a(at(p - pZT)’ V- 'U)E - (8t(f - .fi?r)’ U)ED Hv”LQ(E)a

|U|H1(E)

where we have used (10.6). Therefore, by multiplying both sides with hp and integrating in time,
this leads to
Ln A on,ln,
e ou < CER oo (7.20)
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When i = 2, the treatment of g 2 5., defined by (5.20) is the same and leads to the bound

L
ng,wu < CSE 2,00° (7.21)

7.8. The time derivative of stress tensor’s jump indicators

To bound the time derivative of the stress tensor’s jump on e € £} U E}? given by (5.21),

M e = RZAH[(e(@ul™) — adpl " gl 2

we proceed as for ngux and use the same notation. Consider a face e in 5,1 and test (4.14) with
v, =0 and

ole. = 9([{o0u,) - adipf, D] be).

The equality (4.14) becomes

/b |[(o(Dpup,)— a@thTI)ne]e}z = Z (8,5]“,?7 + Vo (dup,) — aV ol v)

ECUJ&

— (o (O —uf,)),e()),, +a(Dp—pi), V- v), + (Oh(f — £ )

Thus
C|l[(o(Oruf,) — adippi Dme] [0
1
< <|'U|7‘ — (O'(Bt(u — uZT))aE('U))we + Oé(at(p *PZT),V . ’U)W(i + (at(f - f]?,,.),’v)we )|v|H1(we)
H(we)
+ > oS + V- o (0uf,) — oV 0 | 2wy 1Vl L2
ECOJ&
~r 1 1
<O |- @ i) e, +a(@lp =) V- 0),, + (OF - i) ok
h2 ,U‘Hl (we) ¢ ¢

n n n |2 1
+h‘e2 E \|8tth+V-0'(8tuhT) _avatph‘r”LQ(E))2>HUHLZ(e)
ECUJE

1
where we have used (7.16), (10.2), and (10.8). By multiplying both sides with h¢ and integrating

in time we infer )
Zn A ,en Zn 2\ 35
77:,1,80 < C<g£e,80 + ( Z (7773,1,%) )2) (722)
ECwe

When e lies on I'1a, (7.22) is replaced by

L, Ln 3
Mt < C (&850 + (0755 0u) + (3 0)2)? ). (7.23)

where F1 C Q1 and Eo C )y are the two elements adjacent to e. The case of 7.2 5o defined by
(5.22) is the same; we obtain

L L L 3
77:,2,80' < C(&ZL oo ( Z <77%,2,au)2)2>- (724)
ECwe
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Finally, we consider 7 v defined by (5.23),

L 3 L
UZ,N,GO' = héAtHa(&tuZT )nQ - attnN,hT”LQ(e)'

As e lies on I'y, the jump reduces to the trace, w, is the element adjacent to e, and the lifting
function v defined above vanishes on OF \ e, i.e. belongs to H}(E). Therefore, we readily obtain

n,ln
T]e N80' < C<Ee N,0o0 +n Ul ,2 8u) (725)

where the auxiliary error 8:’16"8 . is defined by (6.5).

7.9. Indicator of the pressure jump at time t,
To bound 7, ; defined by (5.29),

n,ln, Ve 1 7,
U] :he(hfe)zH[ph Jellz2(e)

we compare it with 7pen defined by (5.1) and observe that

he
(At)2

Tlp,J = Tlpen -

Therefore, under the assumption (7.19), we have

i < i (7.26)

7

7.10. Indicator of the displacement equilibrium errors at time t,

Recall the indicator of displacement equilibrium 7 ; 4 in 775, see (5.30), with pp, = 0 in Qo,
77%”“ =helfi +V-o(u M") - OfVPZ’E"HLQ(E)
For E € T,}, by testing the displacement error equation (4.13), at time ,, with vy, = 0 and
v ="bp(fil + V- o(up) - aVpp),
we obtain

(fi +V - o(up) —aVpy,v)p=—(f - fi,v)E
+2G(e(u —up), e(v))p + AV - (u—up), V-v)p —alp —py, V- 0)p.

Hence (10.6) implies

Clfr+V-o(up) — OéVPZH%%E) <|If = fillz-m)lvlm e

+ O(QGHS(U —up)ll2m) + AV - (w = up)llr2m) + ollp - pZLHB(E)) V] E(m)

C n 7
}T(Hf I lla—(e) + 2Glle(u — up)ll L2y + AV - (u_uh)”LQ(E)+O‘Hp_thL2(E)>”UHL2(E)
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The formula is similar when E C 7',;2, and we have for ¢ = 1,2, with p = pp, = 0 when i = 2,

n,ln A n Ly, nly 1Ly,
NEiw = C(Hf_fh |r-1(p) +2Gle(w—uy " )2y + AV - (w =, ™) 12(p) +allp—p), HL2(E)>-
(7.27)

7.11. Indicators of the stress tensor’s jumps at time ty,
Here we consider the stress tensor’s jump on e € EflL U 6}{2 defined by (5.31)
ndn h% N,y n:‘enI
Me 1,0 = e ||[(0'(uh ) —ap, )ne]e”LQ(e)a
the one on e € £ defined by (5.32)

7&’7’ 3 ln
77:,2,0' =hé ||[(0-(U’Z )n€]€||L2(e)7

and the one on e C I'y defined by (5.33),

7£” 3 7Zn
TZZN,O' = hé|lo(uy ™" )ng — thnllee)-

Let us consider the first one; the treatment of the others being much the same. Let e be an interior
face of S,%, we the union of the two elements sharing e, and test (4.13) at time ¢,, with v, = 0 and

v = Q(be[(a(u@ — apZI)ne]e).

This yields

n T 2 n n T
/beH(U(uh) —OéphI)"e]e‘ < Z 1 fr +V - o(uy) —anhHL?(E)H'UHL?(E)

FECwe

+ C(QGHE(U —up)lr2(w) T AV - (w —up)ll 2@, + allp — prllre.) + I1F — fﬁ’”H—l(we)) 1V F1 (w0)

1
<C(he Z i +V - o(uy) — aVpylle e
ECwe

1
+ ?(QGIIE(u —up)ll 2w + ANV - (w = up)ll 2w, + allp = Pl 2. + I1F = f}?HH—l(we))) [0ll £2(e)-
hé

1
Then, after multiplying by hZ, we deduce
Ln A Ln, L L
i < (260w — ™) gy + NIV - (0= ) g2y + llp — 5 ) + 17 = Flls00
7£7l l
+ ( Z (77%71,11)2) 2).
ECwe

(7.28)

When e C I'ig, (7.28) becomes

n,lp A n,ln n,lp, 1,0, n
Nello < C<QGH€(U — w2 T AV - (w =, ") 22w + allp = 2 " 2@y + 1F = FrllE-1(00)

L L 3
(O )P+ 5.0,
(7.29)
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where Ey C 1 and Ey C €2y are adjacent to e. When e is interior to g, (7.28) is replaced by

1

n < C(2G e w—up™) 2 A AV - (=t ™) 200 + 1 = £l + (D 05507 ?)-

ECwe
(7.30)
Finally, when e C I'y, there is only on element E adjacent to e and we have
“n A n n
WZN,U gC(QGHs(u - UZ )HLQ(we) + AV - (u - ’UZ )”L2(we) +IIf - f}?”H*l(we) ( )
7.31

7‘8’,’1
e = ol g ) T )

8. Numerical Results

In this section, we present numerical results that validate the theoretical analysis and the
algorithmic improvements built upon the a posteriori error indicators. All examples are computed
with the open-source finite element package deal.Il [5].

8.1. The Mandel Problem

In this section, we solve Mandel’s problem to validate our solution algorithm and test the
effectivity of the a posteriori error indicators. Mandel’s benchmark considers a 2a x 2b rectangular
poroelastic medium sandwiched between two impervious frictionless plates. At ¢ = 0, the medium
is loaded instantaneously by a constant force 2F. Because of the bi-axial symmetry of the physical
problem, the computational domain is taken as a quarter of the physical domain, see Figure 2. The
governing equations are those of Biot’s system with no gravity:

—V - MV -u)I +2Ge(u) —apI) =0 in Qx]0,T],
(8.1)

1 1
8(p+aV-u>V-an:0 in Qx10,T],
(7 AR Jo. 7|

where Q =0, a[x]0, b] is the computational domain. Following the approaches in [34], the boundary
and initial conditions supplementing the governing equations are cast as

1
—-—kVp-n=0, u,=0, 04, =0 onz=0,

K
p=0, on=0 onz=a,
1
——kKVp-n=0, uy,=0, 0,9=0 ony=0, (8.2)
K
1
——kVp-n=0, wu,=Uybt), o05y=0 ony=b,

Hf
p‘t:to = Py(z,y).

Here Uy (b, t) is the analytical solution of the y-displacement at y = b and P;,(z,y) is the analytical
pressure solution at t = ¢ty > 0. Analytical pressure, displacement, and stress solutions are provided
as infinite series, see, e.g. [38].

The physical parameters used for the tests are listed in Table 1. We notice that the parameter
a multiplying the pressure in the first line of (8.1) is much larger than ﬁ in the second line, hence

46



| |
2F F
[ + ] \+

0O 0O 0 0 000000000 ooooof@

............ .>
y T E‘ . b
« a 2
L.zb 0O 0O O O OO

< 2a >

‘O 00 0 0 0 000000 O‘

[
2F

|
Figure 2: The physical domain (left) and computational domain (right) of Mandel’s problem [32].

the serious imbalance between the two equations. Denote the energy norm of the displacement by

=

o~ unlle := (26l —wn) 32y + AV - (= w)[220y) (8.3)

Numerical convergence of the pressure solution measured in the L? norm and the displacement so-
lution measured in the energy norm are performed under spatial refinement. Since the pressure so-
lution lacks regularity at early time [38], the simulations are run on the time interval [0.01,0.0101]s.
In order to mitigate the errors caused by the time discretization and the fixed-stress split, a small
time step At= le-6s and a small fixed-stress threshold € =le-6 are used. The EG scheme is IIPG
with a global penalty parameter of 1e5. The numerical errors are measured at final time 7' = 0.0101s
and summarized in Table 2. These spacial refinement tests show that the rate of convergence of
the pressure in L? is between between first- and second-order, and that of the displacement in the
energy norm is close to first-order, as predicted by theoretical estimates for the displacement and
better for the pressure.

Table 1: Parameters for Mandel’s problem.

Parameter Quantity Value

a x dimension 1m

b y dimension 1m

k permeability le-2 m?

iy fluid viscosity 1.0 Pa-s

F point load intensity 2.0 x 10° N/m
E Young’s modulus 1.0x10* Pa

v Poisson’s ratio 0.2

@ Biot’s coefficient 1

M Biot’s modulus 10* Pa

Table 2: Convergence of pressure and displacement solutions under spatial refinement.

Th I @Y —pi)llr2)  rate [u’ —wujfle  rate
32 x 32 4.0447¢-04 - 2.5745e-02 -
64 x 64 1.0507¢-04 1.945  1.2872¢-02  1.0001
128 x 128 3.4714e-05 17712 6.4361e-03  1.0000
256 x 256 1.5875¢-05 1.5554  3.2180e-03  0.9967
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The a posteriori error indicators in (5.41)—(5.48) are adapted, without change of notation, to
(8.1)—(8.2), namely, the local error indicators on the interface of the pay-zone and the nonpay-
zone 8,%2, the faces in the nonpay-zone 8,%, and the elements in the nonpay-zone 7,2, are omitted.
Regarding effectivity, considering the strong imbalance between the displacement and the flow
equations, we collect the indicators into two sums,

TIFLOW = Talg + Ntime + Now + Tljump (84)
TIMECH ‘= N5, T NEy + NTo0 T N> (8.5)

and we associate respectively to nrrow and nvpcn the error norms,

N 3

1 1 At

(0, w) = (pr, wn)llr == (WHP - th%z(Q) + XHU - Uth + % Zl lp —th%) ) (8.6)
n—
I(psw) = (Pr, un)ll2 := 2G|le(w — wp)||L2() + AV - (w —up)l|L2@) + allp = pallr2@)-  (8.7)
Then we define the effectivity indices

V/TIFLOW V/TIMECH (8.8)

Lo FLOW = Leff MECH =
¢ (¢ M ¢

pau) - (phv Up b, u) - (ph>uh)”|2 ‘

Table 3: Convergence of individual a posteriori error indicators under simultaneous spatial and temporal refinement
with simulations from 0.01s to 0.02s.

At, Ty, Nalg Mtime rate Now rate Njump rate

le-3, 32 x 32 1.3215e-02 - 1.7039¢-04 - 2.6802e-05 -

Se-4, 64 x 64 1.7100e-10  3.4323e-03 1.9449 4.4629¢-05 1.9327 9.7493e-06 1.4589

2.5e-4, 128 x 128  4.8416e-10 8.7498e-04 1.9583 1.1422e-05 1.9494 4.3753e-06 1.3074

1.25e-4, 256 x 256 2.3276e-09 2.2091e-04 1.9679 2.8891e-06 1.9612 2.1219e-06 1.2132

At, Ty, NEsy rate ne, rate Mo rate T, rate
le-3, 32 x 32 6.9317e+01 - 5.2784e+01 - 7.1801e+01 - 5.4670e+01 -
He-4, 64 x 64 1.8223e4+01 1.9274 1.2049e+01 2.1311 1.8542e+01 1.9532 1.2259e+01 2.1569
2.5e-4, 128 x 128  4.6724e+00 1.9454 2.8727e4+00 2.0998 4.7128e+00 1.9646 2.8975e+00 2.1189
1.25e-4, 256 x 256  1.1830e4+00 1.9581 7.0101e-01 2.0771 1.1881e+00 1.9727 7.0402e-01  2.0917

Given the assumption that the mesh size and time step are of the same order, see (7.10), we test
the effectivity of the a posteriori indicators under simultaneously spatial and temporal refinements.
We performed two groups of convergence tests to examine the effectivity indices. The first group
of simulations are run from 0.01s to 0.02s with a fixed-stress convergence tolerance £ =1le-6. The
convergence of the individual error indicators in (5.41) to (5.48) and the effectivity indices are
summarized in Table 3 and Table 4, respectively. All the individual error indicators except 7aig
and 7jump exhibit near second order convergence. \/mrrow, || (PN, ud) = (PN, w1, V/IMECH, and
Iy, ul) — (p™,u™)|2 all exhibit asymptotically first-order convergences, which gives converging
Zeggrrow and Zeg vrcn. In this group of tests, Zeg rrow is around 2.3 and Zeg viecn around 1.8.

Another group of tests are performed with simulations from 0.001s to 0.002s using smaller time
steps. The convergence of the individual error indicators and the effectivity indices are summarized
in Table 5 and 6 respectively. We observe similar convergence behavior as demonstrated by the
first group of tests with Zeg rr.ow around 1.01 and Zeg mech around 8.4. These results suggest that
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Table 4: Effectivity indices under simultaneously spatial and temporal refinement with simulations from 0.01s to
0.02s.

At, T Vvirow  rate  [l(p, uy)) — (N, wM)[i rate  Zegrrow
le-3, 32 x 32 1.1581e-01 - 5.0968e-02 - 2.2722
5e-4, 64 x 64 5.9048e-02 0.9717 2.5947e-02 0.9740 2.2757
2.5e-4, 128 x 128 2.9845e-02 0.9780 1.3115e-02 0.9791 2.2757
1.25e-4, 256 x 256 1.5031e-02 0.9821 6.6144e-03 0.9822 2.2724
At, Ty /TIMECH rate  [[(p,up) — (Y, u)|.  rate  Zegnmcn
le-3, 32 x 32 1.5766e+01 - 8.2160e+00 - 1.9190
5e-4, 64 x 64 7.8149e+00 1.0125 4.2061e+00 0.9659 1.8580
2.5e-4, 128 x 128 3.8929e+00 1.0089 2.1283e+00 0.9743 1.8291
1.25e-4, 256 x 256 1.9432¢+00 1.0066 1.0706e+00 0.9802 1.8150

Table 5: Convergence of individual a posteriori error indicators under simultaneous spatial and temporal refinement
with simulations from 0.001s to 0.002s.

At, T Nalg Ttime rate Tfow rate Tljump rate

le-4, 32 x 32 3.2536e-11  1.3955e-03 - 4.0207e-04 - 1.6878e-04 -

5e-4, 64 x 64 1.1379e-10  3.5982e-04 1.9554 1.0239e-04 1.9733 3.4890e-05 2.2742

2.5e-5, 128 x 128 1.6658e-10 9.1408e-05 1.9661 2.5828e-05 1.9802 1.1203e-05 1.9565

1.25e-5 256 x 256  1.0063e-09 2.3039e-05 1.9738 6.4856e-06 1.9849 4.8081e-06 1.7039

At, T, NEye rate ne, rate Mo rate T, rate
le-4 | 32 x 32 7.0473e+01 - 1.9244e+-03 - 7.5991e+01 - 2.0115e+03 -
de-5 , 64 x 64 1.8809e+01 1.9056 4.8834e+02 1.9784 1.9495e401 1.9627 4.9899¢+02 2.0111
2.5e-5, 128 x 128  4.8541e4+00 1.9298 1.2294e+402 1.9841 4.9394e+400 1.9717 1.2426e+402 2.0084
1.25e-5, 256 x 256  1.2327e+00 1.9465 3.0840e+01 1.9880 1.2433e+00 1.9781 3.1004e+01 2.0064

Table 6: Effectivity indices under simultaneously space and time refinement with simulations from 0.001s to 0.002s.

At Th \/TIFLOW rate  [[(py,up) — (P, ™)1 rate  ZegrLow
le-4, 32 x 32 4.4344e-02 - 4.3794e-02 - 1.0126
5e-5, 64 x 64 2.2296e-02 0.9919 2.2165e-02 0.9824 1.0059
2.5e-5, 128 x 128 1.1333e-02 0.9841 1.1205e-02 0.9832 1.0114
1.25e-5, 256 x 256  5.8595e-03 0.9735 5.6862e-03 0.9819 1.0305
At, Tp Vivecr  rate I, up) — (0 w2 rate  Tegmmcn
le-4, 32 x 32 6.3893e+01 - 7.5442e+00 - 8.4691
5e-5, 64 x 64 3.2026e+01 0.9964 3.8195e+00 0.9819 8.3847
2.5e-5, 128 x 128 1.6031e+01 0.9973 1.9220e+00 0.9863 8.3409
1.25e-5, 256 x 256 8.0199e+00 0.9980 9.6411e-01 0.9895 8.3185

the effectivity indices may depend on the initial condition, final condition, and the relationships
between h and At, as far as the Mandel problem is concerned.

8.2. Dynamic mesh adaptivity guided by the a posteriori error indicators

We demonstrate the potential of using the a posteriori error indicators to guide dynamic mesh
adaptivity in unconventional reservoirs with the following prototype unconventional model (Figure
3). The domain size is [0,1] x [0,1] m? | the fracture width is 1/64 m. The permeability is 10e-16
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m~! in the matrix and 10e-11 m~! in the fractures. The fluid density is 1 kg/m? and its viscosity
is 10e-6 Pa-s. The Young modulus is 5e6 Pa for the matrix and 10e4 Pa for the fractures. Two
wells are located at the center of each horizontal fracture, producing at a rate of 10 m3/s. IIPG
with a global penalty parameter of 100 is employed in the EG scheme. The time of simulation is
[0,500]s with a uniform time step size At = 20s.

p = 2000, t,, = 2000

! v 0
——K n=
Pt

1.0e-11
[Qe—l?
Be-12

1 — Fe-l2
——KkVp-n=0 L ooz
Mg — B2 %
u-n=>0 — el .
O’ _ — G2
xy =

2e-12
Te-12
102 16

1
——KkVp-n=0u=0
g

Figure 3: Permeability field and model boundary conditions of the prototype unconventional reservoir model.

The following dynamic mesh adaptation strategy is applied, starting with a uniform 64 x 64
rectangular mesh. The local discretization error indicators in L?(Ex|t,_1,t,[) is computed on
each element F € T}, at time step ¢, and summed into two indicators, one associated with the flow
equation and one associated with the mechanics equation. Namely, let

77E,ﬁow = (ngp,E)2 + Z (772])2 + (n%,p)z + Z (ngux,e)Q + Z ((ngen)z + (ngp,J)Q + (ng,J)z)v

eCOE eCOE eCOE
local time errors local flow errors local penalty jumps
(8.9)
and
o n 2 n 2
TIE ,mechanics ‘= E (775,1760) + E (ne,l,a)
eCOE eCOE
—_——
local errors on the stress tensor’s time derivative  local errors on the stress tensor (810)
n 2 n 2
+ (nE,l,Bu) + (nE,l,u) )
—_——— N——

local errors on the displacement’s time derivative  local errors on the displacement

then each of the two indicators are normalized by the maximum value and added up to obtain a
refinement indicator:

TE flow TIE ,mechanics ( 8.11 )

TE refine ‘= .
HnE,ﬂole‘X’(Th) ||77E,mcchanics||l°°(’7’h)
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The top 10% elements with the largest refinement indicator ng refine values are refined isotropically,
unless the element width is smaller than or equal to 1/512 m; the bottom 20% elements with the
smallest refinement indicator values are coarsened unless the element width is greater than or equal
to 1/8 m. The dynamic mesh adaptivity and solutions are presented in Figure 4. Clearly, the mesh
is adaptively refined near the well, across the fractures, at fracture joints, and around fracture tips.
As the fluid is being depleted inside the fractures, more refinements is put inside and across the
fractures.

We compare the number of degree of freedoms (DoFs) of the adaptive mesh at ¢ = 100s and
t = 500s to the DoF's of a static uniform 128x 128 mesh in Table 7. As time progresses, the DoF's
of the adaptive mesh increase, but overall the adaptive mesh utilizes less than 24% of the DoF's
of the 128 x 128 uniform mesh for both the flow and the mechanics domains. The accuracy of
the adaptive solutions is demonstrated by comparing the pressure and volumetric strain solution
profiles along the center of the top horizontal fracture to those obtained on the 128x128 static
mesh, presented in Figure 5. Results show that the adaptive solutions achieve excellent accuracy,
especially at later time ¢t = 500s. Moreover, a close examination of the top right plot of Figure
5 shows that the adaptive mesh refinement near the fracture boundaries helps to eliminate the
nonphysical pressure oscillations at fracture tips, where the permeability and Young’s modulus
change orders of magnitude across the matrix/fracture interface.

Table 7: Comparison of DoFs between the adaptive mesh and the uniform mesh.

domain uniform mesh 128 x 128 adaptive mesh ¢ = 100s (% ) adaptive mesh ¢t = 500s (% )

Aow 131585 18815 (14.3%) 20018 (22.1%)
mechanics 132098 20060 (15.2%) 30932 (23.4%)

8.3. Nowel stopping criterion for the fized-stress iterations

A hyperparameter arises from the fixed-stress iterative coupling algorithm (3.9)—(3.17), namely,
the convergence threshold ¢ in

criterion 1

For large-scale engineering applications, the relative change in mean stress is also a widely used
stopping criterion for the fixed-stress iterations: [16, 20, 34, 4, 14, 32]:

criterion 2

—nt  —nl-1
Oh Oh

HLOO(Q) <e. (8.12)

5_n,€ _ 5_n,€fl
h h
e <e. (8.13)
h Lo ()

The choice of a “sufficienty small” convergence threshold ¢ in either (8.12) or (8.13) is usually
based on the user’s experience, or tuned for each simulation scenario. We propose a new stopping
criterion for the fixed-stress iterations that utilizes the a posteriori error estimators to balance the
fixed-stress split error with the discretization errors without tuning the hyperparameter :
Marching forward to the next time step n 4+ 1 when

new criterion

Y, Y, ‘ £ ‘ Y, £ Y,
Nate < O(Miime T Mmp T+ Mow + e, + 07, + 08, +072)- (8.14)
We argue that § = 0.1 is sufficient for most simulation scenarios without the need of further tuning.

Namely, (8.14) with 6 = 0.1 indicates that the error caused by the fixed-stress split is an order
of magnitude less that the errors caused by the spatial and temporal discretizations, hence the
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Figure 4: Dymanic mesh adaptivity guided by the a posteriori error indicators: top: pressure, middle: volumetric
strain, bottom: adaptive mesh; left: ¢ = 100s, right: ¢ = 500s

fixed-stress loop is sufficiently iterated and one can march forward to the next time step. We
demonstrate its performance in the following subsections.
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Figure 5: Comparison of the solutions on the dynamic adaptive mesh and on a uniform fine mesh 128 x 128 along
y = 43/128: top: pressure, bottom: volumetric strain; left: ¢ = 100s, right: ¢ = 500s.

8.3.1. New stopping criterion tested with the Mandel problem

We first test the new stopping criterion (8.14) for the Mandel problem. The model parameters
shown in Table 1 are used for these tests. The simulations are run from 0s to 1s, with a time step
At = 0.1s and mesh 64 x 64. The performance of the new stopping criterion (8.14) with § = 0.1 is
compared to criterion 1 (with e = le —6) and 2 (with € = le —4) in Figure 6 and 7. Figure 6 shows
the number of fixed-stress iterations required to meet the stopping criterion for each time step. The
new criterion (8.14) requires significantly less number of iterations compared to criterion 1 and 2,
especially at initial time steps. On average, the new criterion requires 1.4 fixed-stress iterations
per time step; in contrast, criterion 1 requires 4.4 iterations and criterion 2 requires 2.0 iterations.
Figure 7 compares the solution errors obtained using different stopping criteria. The accuracy of
the new criterion is very close to that of criteria 1 and 2 for all the time steps, especially at initial
time steps where the errors are relatively large.
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Figure 6: Comparison of the number of fixed-stress iterations for each time step using difference stopping criteria for
the Mandel problem.
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Figure 7: Comparison of pressure and displacement solution errors using different stopping criteria for the Mandel
problem.

8.3.2. New stopping criterion tested with the unconventional reservoir model

The second group of tests for the new stopping criterion is performed using the unconventional
reservoir model presented in Section 8.2. The simulations are run with a uniform mesh 128 x 128
and a uniform time step At = 20s from 0s to 500s. The average number of fixed-stress iterations for
different stopping criteria is summarized in Table 8. In this case the new criterion also requires less
fixed-stress iterations per time step than criterion 1 and 2. An examination of the solutions along
the center of the top fracture shown in Figure 8 reveals that the new stopping criterion achieves
the same accuracy in pressure and volumetric strain as criteria 1 and 2.

Table 8: Comparison of average number of fixed-stress iterations per time step using different stopping criteria for
the unconventional reservoir model.

criterion avg # of fixed-stress iterations
criterion 1 (e = le-3) 3
criterion 2 (¢ = le-3) 2
new criterion (6 = 0.1) 1
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Figure 8: Comparision of pressure and solutions at ¢ = 500 s using different stopping criteria for the unconventional
reservoir model.

We conclude that stopping criteria (8.12) and (8.13) may easily lead to over-iteration (or under-
iteration), unless the convergence threshold is carefully tuned. Without the need of tuning any
hyperparameter, the new stopping criterion is efficient and accurate since the fixed-stress loops are
sufficiently iterated to balance the fixed-stress split error with the discretization errors, achieving the
same accuracy compared to the stopping criteria (8.12) and (8.13) with less number of fixed-stress
iterations.

9. Conclusions and Discussions

We have established residual-based a posteriori error estimators for the Biot system solved with
the fixed-stress iterative split, EG for the flow equation, and CG for the mechanics equation. The
residual-based error estimators do not require solving auxiliary local problems and are therefore
computationally efficient. Both upper and lower bounds of the errors are obtained, although some
lower bounds require weak error terms that unfortunately are not easily included in the formulas
of the effectivity index. These theoretical results are validated by numerical experiments of Man-
del’s problem. We demonstrated the effectiveness of the a posteriori error estimators when guiding
dynamic mesh adaptation in a prototype unconventional reservoir model containing a fracture net-
work. Our numerical investigation suggests that the error estimators are effective by achieving
dynamic mesh refinement near the wells, across the fractures, at the fracture joints and around the
fracture tips; and dynamic mesh coarsening elsewhere. The numerical solutions on the dynamic
mesh have the same accuracy as the solutions on a static fine mesh, while using less than 24% of the
DoF's of the fine mesh. We further proposed a novel stopping criterion relying on the a posteriori
error indicators. The new stopping criterion balances the fixed-stress split error with the discretiza-
tion errors and does not require tuning of the convergence threshold hyperparameter. Numerical
experiments using Mandel’s benchmark problem and the synthetic unconventional reservoir model
have demonstrated the efficiency and accuracy of the new stopping criterion. Namely, the new
stopping criterion achieves the same accuracy compared to other commonly used stopping criteria
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(8.12) and (8.13), while avoiding over-iteration that the stopping criteria (8.12) and (8.13) may
easily encounter.
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10. Appendix

For the reader’s convenience, we recall here some useful bounds, either with or without proofs
when they are well-known. As usual, the family of meshes is regular, see (3.1). Let us start with a
number of local inequalities, with constants C independent of h, E, e, etc. First a local Poincaré
inequality, R

V0 € Hy(E), [|0]l12(5) < Chil0|m (g)- (10.1)

With a different constant C' , (10.1) also applies to functions that vanish on a part of the boundary
of E with positive measure. It carries over to the union we of elements adjacent to e, again with a
different constant, R

W0 € Hy(we): 1052 < Chealblin o). (102)

where h,, is the maximum diameter of the elements sharing e. We also recall a local Poincaré-
Wirtinger inequality for functions with zero mean value

Vo € HY(E)NLY(E), 0]l12(m) < Chelfl g p)- (10.3)
Thus the mean value operator mg has the following approximation error:

Proposition 14. There exists a contant C, independent of h, such that for any e € &, and E
adjacent to e, the mean value operator mg defined by (4.18) satisfies

L1
Yo e HY(E), |v—mp®)lre < ChEvlmm- (10.4)
Next, a trace inequality and a scaling argument gives for any £ adjacent to e,
L1
VO € Hy(we), 10llr2e) < Ché 0] (m)- (10.5)

On the other hand, we shall need local inverse inequalities valid for functions 6 in finite dimen-
sional spaces, the dimension being independent of h, e, E. First,

C
10151 gy < EHOHLQ(E)- (10.6)

Next, we have the inverse trace inequality

101 22(e) < (10.7)

\/}TeHGHLQ(E)



1
If, in addition, 6 belongs to H(e),

C
< —=||0 . 10.8
i S Tz (10.)

The above constants depend only on the dimension of the local spaces.
Next, let us recall the bounds of some interface jump terms.

111

Proposition 15. There exists a constant C’, independent of h, such that for all pp, € My and all
constants 6 > 0

‘ > ({kV - meke, [pnle),

665,11

5 )\max 2
< — . .
< 2Jh(ph,Ph) 5(d+ 1)C? iny lpnl (10.9)

e

Proof. All constants C' below are independent of h. Let e € &} and let E be one of the two elements
of T} sharing e. By (10.7), there exists a constant C' such that

1 1 )\max 1 1
‘(mVph\E%e,[ph]e)e‘ SAI%axC(||E||)2||n Voonlzzellprlell 2o <C( )QH[Ph] llL2(e) ( S )2 162V pul L2y

e

11 .7 9 1 7o Amax 1 2
< 3[Rl + 5C22 HmWhHsz)}

and the constant C' is independent of . Therefore

(5’)/e 1 Amax; 1
e B + €452 It ¥ s,

‘({I‘CVph : n6}67 [ph] )e = 2h,

where E; and E» are the two elements of T,! sharing e. Then (10.9) follows from the fact that,
when summing this inequality over each e in 5}1” each element F appears at most d 4+ 1 times. [

Let ap(pp, 0p) be the bilinear form with 7, = 1, i.e., we consider SIPG,

an(pn, On) = ulf((ph,@h))h - Ml > (({Févph Nete, Onle), + ({KV Oh - ncke, [ph]e)e>. (10.10)

f eGE}L

Then (10.9) implies for any § > 0,

A
On,0n) > — (110817 — 6J1(On, 01) — —(d + 1 SO ).
an(0h, ) W(u I = 601, 00) = 5(d+ 1O g, )

Hence the choice § = % gives

1 /1 o A
0,.0,)> —(=J,(0,.0 1— (d+1)0?2ax 10.11
an(On, h)_w(QJh( hOn) + (1= (d+1)C m1n7)| h\h) (10.11)

and the ellipticity of a;, follows from a suitable choice of v.. Thus, we have the following lemma.

Lemma 2. If
minegrve > 2(d + 1)C? Aax, (10.12)

o7



with C' the constant of (10.9), then
1
VO, € My, an(0n,05) > %H@h!\i. (10.13)

The contraction property of the fixed stress algorithm (3.12)—(3.17) holds under the same suf-
ficient condition (10.12). More precisely, (10.12) implies in particular

_nd  _nl— A=1 _ _nf—
W22 oy - o e < BK s lon ™ = ey, (10.14)
where
gLt 1 (10.15)
o2M Ky ‘

As K} > 1, (10.14) means that the sequence 5’2’4 is contracting in L?(£2;).
Now, we recall some properties of the approximation operators. We start with 0;, defined by
(4.18). It follows from Proposition 14 that for any e in &,

~ 1 1
voe H'(Q), [v—0hlellzze < C(he, +hi)? (103 gy + [0 m)) ?

{v = On}ellL2(e) <

(10.16)

\ S8
[NIE
(S

5 (hg, + i) (|U|§{1(E1) + |U|§{1(E2))

Next we turn to the operator Sy defined by (4.22). Let v be a function that is constant in each
element; recall that

Sp(v) = Z v(Ea)pa(T).

a

Let E € 7;11 with vertices a;, 1 < ¢ < d+1. Since a; is one of the vertices of E,,, there is a sequence
of adjacent elements of 7;3, E =FE\, Es...,E, = Eq,, with Ey adjacent to Eyy;. Since the mesh
is regular, the number k; is bounded by a fixed integer K independent of a; and h.

Now, as in FE,
d+1

Z Qbai(x) =1,
i=1
we can write v(E) = v(E )ZdH ¢a;(x). Thus,

d+1

Ve € B, Si(v)(@) — v(@) = Y (v(Ea,) — 0(E))da, ().

i=1
By considering the above sequence of elements £}, this implies that

d+1 k-1

Ve e B, Spv)(x = ( Z e])gi)az (10.17)
=1 g=1
where e; is the interface between F; and Ej 1. Hence
d+1 k-1
Vo e B, [Sh(v)() <3l E e, agey) ) (). (10.18)
=1 7j=1
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From here, we deduce the following proposition:

Proposition 16. There exists a contant C, related to the reqularity of the mesh but independent
of h, such that for all functions v that are constant in each element E of 77},

[n(0) = vl < CE = 1) 37 hell[vlel 720 (10.19)
ecE}

. d 412 1
> IV = 0)la < O(—) K =12 X oIl (10.20)

EeT} ecg} c

and X
190(0) = vl F2(py,) < COK = 1)* > [I[elell72(e)- (10.21)
ect}

Proof. By recalling that the set of functions ¢gq,, 1 <% < d + 1, form a convex combination in E,
we infer from (10.18) that

d+1  k;—1

Ve € B, [Su(v)(z) <y ( Z e 72 I [ole, 2 ej)) Pa;(T).
=1 gj=1

Then, considering that k; < K, we have

d+1  k;—1

Vo € F, ‘Sh(fu)(sc)—fu( § K-1) Z<Z|€g| "l [w] e7HL2(eJ)>¢a,( )-

But, as ¢gq, is a polynomial of degree one, that takes the value ﬁ at the center of F/, the Gauss
quadrature formula gives

/%_.

|

Hence
d+1 ki—1

1S1(v) = llZ2(m) < - —1ZZ|6| Ule; 72 (ey)-

=1 j=1

When summing this inequality over all E in 7,', each jump is repeated at most (K — 1)(d + 1)
times. Therefore

154) — 0lagony < (K =12 3 BellielelZage
6651
where h, = I;?;ﬁ'ﬂ for all ¢ in a neighborhood of E. The regularity of the mesh implies that

he < Che. This yields (10.19).
Regarding the gradient of the error, note that

1[éi
‘V7¢GA "ETEﬂ?
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where €; is the face opposite a;. Therefore, (10.17) implies that in E

d+1 ki—1

V(S0)(a) — v < S - ) () ( X el bl e )

Hence
d+1 -1

2
I9(54(0) =0l < 0~ D 3 (S e 1 o)

=1

and the same argument as above yields (10.20).
Finally, the proof of the trace inequality (10.21) is similar to that of (10.19). Indeed, we have

d ki—1
v e [Suw)@) —o@)]’ < (K -1 (3l e I3, ) o (@)
=1

j=1
and el
e
Qb i gt
l "=
Thus
T
19,0) = vz < S0 =D S0 D el e,
=1 j=1 €
and (10.21) follows by summing over all face e of £}2. O

An interesting by-product of Proposition 16 is the following trace inequality for the functions
of Mh~

Corollary 1. There exists a contant C’, related to the regularity of the mesh but independent of h,
such that for all 0, € My,

1
184120,y < C 10 Iz2gny + (D hellBalelae))’
eGS,ll
1

(100 + (3 hel0nTe3e0) ) (X 190u0) o+ (3 o l00Tleo) )]

eck} EeT} eek}
(10.22)
Proof. Recall that ), = 65" + 9,‘?“ with 65* € Qp, and 9,‘?“ constant in each cell. Then, we write

161l z2(r1s) = I1(65° + Sh(055)) + (05 — S (655)) | r2(rys)-

and in view of (10.21), it suffices to bound the sum in the first brackets. As this function is in
H' (), the trace theorem in €, see [9], yields

. N 1 . 1
05+ Sh (0 2,0y < C 105+ (085) |01 105+ Sh (05 | £ IV 05+ (05N |-
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Now, by (10.19),

1
165 4Sn (05 | 22(021) < 10n 12200+ Sk (0) =63 Nl 221y < 100l z202y) +C (K ~1 (Z hell[Bn]el|72 . )2-
6681

Similarly, by (10.20),

S IV + S e
(

N|=
[N

g(znvehnim)f (D0 IV — 63 )

EeT;! EeT)} EeT)}
3, Ad+1 1 3
< (S IVOam)” + K =D lela))
EeT} ecel ¢
Then (10.22) follows from (10.21) and these two inequalities. O

Note that (10.22) readily implies that

l

1 1
19n1L2(r2) < [H@hHLE Q1) + 1 Jn (O, 0n)? (H@hHLz(Q )+h2Jh(9h79h)Z>H9hHﬁ] (10.23)
This inequality has the following application.

Corollary 2. For all real numbers § > 0 and §' > 0 there exists a constant C(6,0") independent of
h and At such that for all functions f € L*>(T'12) and 0}, € My,

1 1 ;
\/ o] <3 [Atnehnp oy + O IORE + CO0) (At + R+ (AOF + D)l |. (10.29)
ISP
Proof. By applying to 6, the trace inequality (10.23) in

[ 10] <1z 60 oy
ISP

we infer
‘ me Qh) < Q(EHQhHm(Ql) + ICHfHL?(Flg) + 62Jn(0n, On) + (TCHfHLz(Fu))
1 1) At
3 (3 ol onl + : ) CI ey + 811 00,00 H W0+ 5-CIT e )

The factor of d3 can be further bounded by

03
(At)?

03

05 1
cl0nllz2 @ 10nlln < 5 (10811720, + @\\Ghlli)-

Therefore, by collecting all factors, we deduce

53 At h2 (A2 Ry
‘/Fufeh‘ <z 51"‘ 55)At||9hHL2 Q1) (52+ 905 +54)||6hHh+(57+5 + 53 +E)OHH|L2(F12)]-

It is easy to check that numbers d; > 0 can be picked, independent of A and At, so that both
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01 + %35365 and 9 + 25735 + 04 are arbitrary. This proves the corollary. O
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