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a b s t r a c t 

The computation of flows with large density contrasts is notoriously difficult. To alleviate the difficulty we 

consider a discretization of the Navier-Stokes equation that advects mass and momentum in a consistent 

manner. Incompressible flow with capillary forces is modeled and the discretization is performed on a 

staggered grid of Marker and Cell type. The Volume-of-Fluid method is used to track the interface and 

a Height-Function method is used to compute surface tension. The advection of the volume fraction is 

performed using either the Lagrangian-Explicit / CIAM (Calcul d’Interface Affine par Morceaux) method or 

the Weymouth and Yue (WY) Eulerian-Implicit method. The WY method conserves fluid mass to machine 

accuracy provided incompressibility is satisfied. To improve the stability of these methods momentum 

fluxes are advected in a manner “consistent” with the volume-fraction fluxes, that is a discontinuity of 

the momentum is advected at the same speed as a discontinuity of the density. To find the density 

on the staggered cells on which the velocity is centered, an auxiliary reconstruction of the density is 

performed. The method is tested for a droplet without surface tension in uniform flow, for a droplet 

suddenly accelerated in a carrying gas at rest at very large density ratio without viscosity or surface 

tension, for the Kelvin-Helmholtz instability, for a 3mm-diameter falling raindrop and for an atomizing 

flow in air-water conditions. 

© 2020 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Multiphase flows abound in nature, but their stable and accu- 

ate computation remains elusive in many cases. As a case in point, 

any numerical methods used for two-phase incompressible flow 

re strongly unstable for large density contrasts and large Reynolds 

umbers. Experience with such simulations shows that the pres- 

nce of surface tension is an aggravating factor. The large density 

ontrasts that are of interest are air/water or gas/liquid-metal, with 

l /ρg of the order of 10 3 or 10 4 . The large density contrasts are 

 difficulty whether one deals with any of the three major inter- 
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ace advection methods, Level-Set, Volume-of-Fluid (VOF) or Front- 

racking, or with combinations such as CLSVOF. (The term density 

ontrast is preferable to density ratio since it encompasses ratios 

oth much larger than one and much smaller than one.) 

Several methods have been used to alleviate the high-density- 

ontrast difficulties. It has been observed by several authors that 

aking the momentum-advection method conservative improves 

he situation. For incompressible flow, “momentum-conserving”

ethods have been initially proposed by [1] , and by several other 

uthors since [2–7] . These methods have been shown to improve 

he stability of the numerical results in various situations. In par- 

icular, liquid-gas flows with very contrasted densities, as for ex- 

mple in the process of atomization, cause serious problems that 

re resolved by using momentum-conserving methods. In that case 

nother oft-suggested solution is to increase the number of equa- 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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ions from the standard four equations to five, six or seven equa- 

ions, by introducing new field variables in each phase. The ad- 

ition of one more density ρi , momentum ρi u i or energy variable 

i e i increases the number of equations. The authors of ref [8] . used 

even equations, those of [9] used five equations and six equations 

ere used in [10] . The last three references also use a momentum- 

onserving formulation. Several authors, including some of those 

ited above, have argued that the difficulty may come from gas 

elocities of order u g being mixed with liquid densities of order 

l . Both the ρl and u g scales are large and the appearance of an 

onphysical ρl u 
2 
g dynamic pressure scale could create numerical 

ressure fluctuations of the same order and nonphysical pressure 

pikes, as the one nicely illustrated in [11] in the front part of a

uddenly accelerated small droplet. One way of avoiding this non- 

hysical mixture of liquid and gas quantities is to extrapolate liq- 

id and gas pressure and velocity in the “other” phase, as in the 

host fluid method. This extrapolation strategy was used success- 

ully in [12] . 

It may be argued that a way to avoid this numerical diffusion of 

iquid and gas quantities is to advect the volume fraction and the 

onserved quantities that depend on it (density, momentum and 

nergy) in a consistent manner. In incompressible flow in which 

e specialize in this paper, it means that the volume fraction and 

omentum or velocity must be advected in the same way. This is 

quivalent to request that the discontinuity of the Heaviside func- 

ion H, marking the phase transition, should be advected at the 

ame speed as the discontinuity in momentum. This can be ex- 

ressed by the following consistency requirement: if momentum 

s initially exactly proportional to volume fraction, it should remain 

o after advection. We call such a method VOF-consistent. 

To satisfy this requirement the idea is to solve the advection 

quation for momentum with the same numerical scheme that is 

sed for the VOF color function. This consistency property mini- 

izes the nonphysical transfer of momentum from one phase to 

nother due to the differences in the numerical schemes used. The 

onsistency is especially important when dealing with fluids with a 

arge density contrast where a small numerical momentum trans- 

er from the dense phase to the light phase results in large nu- 

erical errors in the velocity field which in turn creates numerical 

nstabilities. 

In this work, we present a modification of the classical 

omentum-preserving scheme proposed by [1] for the case of 

 staggered grid and VOF method. The scheme is then not 

omentum-conserving although it is built by discretization of the 

omentum conserving formulation of the advection terms, so we 

ather call it mass-momentum consistent. 

The paper is organized as follow: the second section deals with 

he continuum mechanics formulation for incompressible flow 

nd sharp interfaces. Section 3 describes our numerical method, 

tarting with an overview of already-known methods for spa- 

ial discretization, time-stepping, and VOF advection. We con- 

inue with the new momentum advection-VOF-consistent method. 

ection 4 is devoted to tests of the method, followed by a conclu- 

ion. 

Among the authors, Gretar Tryggvason, Ruben Scardovelli, Yue 

ing and Stéphane Zaleski have been involved in the construction 

f the base of the ParisSimulator VOF and Front-Tracking code that 

as used to implement and test the ideas in this paper. ParisSim- 

lator is itself based on a Front-Tracking code developed by Gre- 

ar Tryggvason, Sadegh Dabiri and Jiacai Lu. Daniel Fuster was in- 

olved in the development of the momentum advection method 

onsistent with VOF advection, with help from Tomas Arrufat, Leon 

alan and Yue Stanley Ling. The Kelvin-Helmholtz analysis and 

esting were done by Stéphane Zaleski. The falling raindrop test- 

ng and the corresponding figures were done by Tomas Arrufat and 

agar Pal. The large density droplet and shear layer tests were done 
2 
y Sagar Pal. The atomisation testing was done by Marco Crialesi- 

sposito. 

. Navier–Stokes equations with interfaces 

We model flows with sharp interfaces defined implicitly by 

 characteristic function H(x , t) defined such that fluid 1 corre- 

ponds to H = 1 and fluid 2 to H = 0 . The viscosity μ and density

are calculated as an average 

= μ1 H + μ2 (1 − H) , ρ = ρ1 H + ρ2 (1 − H) . (1) 

here is no phase change so the interface, almost always a smooth 

ifferentiable surface S, advances at the speed of the flow, that 

s V S = u · n where u is the local fluid velocity and n a unit nor-

al vector perpendicular to the interface. Equivalently the inter- 

ace motion can be expressed in weak form 

 t H + u · ∇H = 0 , (2) 

hich expresses the fact that the singularity of H, located on S, 

oves at velocity V S = u · n . For incompressible flows, which we 

ill consider in what follows, we have 

 · u = 0 . (3) 

he Navier–Stokes equations for incompressible, Newtonian flow 

ith surface tension may conveniently be written in operator form 

 t (ρu ) = L (ρ, u ) − ∇p (4) 

here L = L conv + L diff + L cap + L ext so that the operator L is the

um of advective, diffusive, capillary force and external force terms. 

he first two terms are 

 conv = −∇ · (ρuu ) , L diff = ∇ · D , (5) 

here D is a stress tensor whose expression for incompressible 

ow is 

 = μ
[∇u + (∇u ) T 

]
, (6) 

here μ is computed from H using (1) . The capillary term is 

 cap = σκδS n , κ = 1 /R 1 + 1 /R 2 , (7) 

here σ is the surface tension coefficient, n is the unit normal 

erpendicular to the interface, κ is the sum of the principal curva- 

ures and δS is a Dirac distribution concentrated on the interface. 

e assume a constant coefficient σ . Finally L ext represents exter- 

al forces such as gravity. 

. Method 

.1. Spatial discretization 

We assume a regular cubic or square grid. This can be easily 

eneralized to rectangular or cuboid grids, and with some effort s 

o quadtree and octree grids. We also use staggered velocity and 

ressure grids, as represented in two dimensions in Fig. 1 . 

The control volume surrounding the pressure p is used for other 

calar quantities, such as the density ρ and volume fraction C. The 

ontrol volumes of the velocity components, u 1 and u 2 , and mo- 

entum components are shifted respectively half cell horizontally 

nd vertically, with respect to the pressure control volume. The 

se of staggered control volumes has the advantage of suppress- 

ng neutral modes often observed in collocated methods but leads 

o more complex discretizations (see [13] for a detailed discussion.) 

his type of staggered representation is easily generalized to three 

imensions, and the discrete version of the continuity Eq. (3) is 

ather compact on such a grid 

u 1 ;i +1 / 2 , j,k − u 1 ;i −1 / 2 , j,k 

�x 
+ 

u 2 ;i, j+1 / 2 ,k − u 2 ;i, j−1 / 2 ,k 

�y 
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Fig. 1. Representation of the staggered spatial discretization in two dimensions. The 

pressure p i, j is located at the center of its control volume (light color area); the 

horizontal velocity component u 1 ;i +1 / 2 , j is stored in the middle of the right edge of 

the pressure control volume and at the center of its control volume (dash-dotted 

area); the vertical velocity component u 2 ;i, j+1 / 2 is stored in the middle of the top 

edge and at the center of its control volume (dashed area). 
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u 3 ;i, j,k +1 / 2 − u 3 ;i, j,k −1 / 2 

�z 
= 0 . (8) 

In what follows, we shall use the subscript f = m ±, with the 

nteger index m = 1 , 2 , 3 , to note the face of any control volume

ocated in the positive or negative Cartesian direction m, and n f 

or the unit normal vector of face f pointing outwards of the con- 

rol volume. On a cubic grid the spatial step is �x = �y = �z = h

o the discrete continuity equation becomes 

 

h · u = 

3 ∑ 

m =1 

(u m + + u m −) /h = 0 , (9) 

here u f = u m ± = u · n f is the velocity component normal to face

f . The discretization of the interface location is performed using 

 VOF method. VOF methods typically attempt to solve approxi- 

ately Eq. (2) which involves the Heaviside function H, whose in- 

egral in the cell � indexed by i, j, k defines the volume fraction 

 i, j,k from the relation 

 

3 C i, j,k = 

∫ 
�

H d x . (10) 

 i, j,k represents the fraction of the cell filled with fluid 1, taken to 

e the reference fluid. 

.2. Time marching 

The volume fraction field is updated as 

 

n +1 = C n + L VOF (C 
n , u 

n τ/h ) , (11) 

here L VOF represents the operator that updates the Volume of 

luid data given the velocity field. Once volume fraction is up- 

ated, the velocity field is updated in a couple of steps. A projec- 

ion method is first used, in which a provisional velocity field u 

∗ is 

omputed 

n +1 u 

∗ = ρn u 

n + τL 

h 
conv (ρ

n , u 

n ) 

+ τ
[
L 

h 
diff (μ

n , u 

n ) + L 

h 
cap (C 

n +1 ) + L 

h 
ext (C 

n +1 ) 
]
. (12) 

t goes without saying that the above operators depend on the dis- 

retization time step τ and spatial step h as well as the fluid pa- 

ameters. The discussion of the L 

h 
conv operator is the main point 

f this paper. In the second step, the projection step, the pressure 

radient force is added to yield the velocity at the new time step 

 

n +1 = u 

∗ − τ

ρn +1 
∇ 

h p . (13) 
3 
he pressure is determined by the requirement that the velocity at 

he end of the time step must be divergence free 

 

h · u 

n +1 = 0 , (14) 

hich leads to a Poisson-like equation for the pressure 

 

h · τ

ρn +1 
∇ 

h p = ∇ 

h · u 

∗ . (15) 

.3. Volume-of-fluid 

In this section we detail only the necessary steps to illustrate 

he momentum advection method based on the VOF method. To 

implify the presentation we rescale space and time variables so 

hat the cell volume and the time step are both equal to 1. Any ve-

ocity component u becomes u ′ = uτ/h and the C i, j,k value is also 

he measure of the volume of reference fluid in cell i, j, k . At the

eginning of any simulation the volume fraction field is initial- 

zed with the Vofi library described in [14] and [15] . This allows a 

ighly accurate numerical integration of the measure of fluid vol- 

mes. 

.3.1. Normal vector and plane constant determination 

The VOF method proceeds in two steps, reconstruction and ad- 

ection. In the first step we consider a PLIC reconstruction in each 

ell cut by the interface where the unit normal vector n is com- 

uted with the MYC method described in [13] . We then consider 

he colinear normal vector m whose components satisfy the rela- 

ion | m x | + | m y | + | m z | = 1 . Given the volume V = C i, j,k in cell i, j, k

ccupied by fluid 1 and the normal m we consider the family of 

lanes 

 · x = α. (16) 

y changing the value of the plane constant α a different volume 

f fluid 1 is cut in the cell. The correct value of α is determined by

he resolution of a cubic equation [16] . 

.3.2. General split-direction advection 

The interface reconstruction at time t n is then used to obtain 

he position of the interface and the volumes C i, j,k at the next dis- 

rete time t n +1 . The following discussion of momentum advection 

s based on two VOF advection methods, Lagrangian Explicit and 

eymouth and Yue’s schemes. We first describe their common 

eatures. 

After addition and subtraction of a term proportional to the ve- 

ocity divergence, Eq. (2) leads to 

 t H + ∇ · (u H) = H ∇ · u . (17) 

his equation is integrated in the time step and cell volume 

 

n +1 
i, j,k 

− C n i, j,k = −
∑ 

faces f 

F (c) 
f 

+ 

∫ t n +1 

t n 

d t 

∫ 
�

H ∇ · u d x , (18) 

here the first term on the right-hand side is the sum over the 

ell faces f of the fluxes F (c) 
f 

of (u H) . Obviously the “compression”

erm on the right-hand side disappears for incompressible flow, 

owever it is essential in split-advection methods. In the previous 

quation the flux F (c) 
f 

is 

 

(c) 
f 

= 

∫ t n +1 

t n 

d t 

∫ 
f 

u f (x , t) H(x , t) d x , (19)

here u f = u · n f . Once an approximation for the evolution of 

u H) during the time step is chosen, a four-dimensional integral 

emains to be computed in Eq. (19) . The two methods we consider 

ere are directionally split and are also designed to preserve the 

roperty 0 ≤ C i, j,k ≤ 1 which we call C-bracketing. It is important 
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Fig. 2. Formation of the areas V 1 , V 2 and V 3 by Lagrangian advection in the horizontal direction: initial reconstruction with the horizontal velocities on the faces of the 

central cell (left); segments and areas V i after Lagrangian advection (right). In three dimensions rectangles become cuboids. 

Fig. 3. Eulerian flux representation for advection in the horizontal direction: same initial reconstruction and horizontal velocities of Fig. 2 (left); fluxes, or areas V 1 and V 3 , 

are calculated directly from the interface reconstruction in each cell (right). 
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r  
o preserve C-bracketing in order to avoid arbitrary addition or re- 

oval of mass. Furthermore they do not produce in the bulk of the 

wo fluids deviations from the correct values 0 and 1. 

Directional splitting results in the breakdown of 

quation (18) into three equations 

 

n,l+1 
i, j,k 

− C n,l 
i, j,k 

= −F (c) 
m − − F (c) 

m + + c m 

∂ h m 

u m 

, (20) 

here the superscript l = 0 , 1 , 2 is the substep index, i.e. C n, 0 
i, j,k 

=
 

n 
i, j,k 

and C n, 3 
i, j,k 

= C n +1 
i, j,k 

. The face with subscript m − is the “left” face

n direction m with F (c) 
m − ≥ 0 if the flow is locally from right to left.

 similar reasoning applies to the “right” face m + . We have also 

pproximated the compression term in (18) by 

 t n +1 

t n 

d t 

∫ 
�

H∂ m 

u m 

d x � c m 

∂ h m 

u m 

, (21) 

ith no implicit summation rule. In the RHS of (20) and (21) the 

ux terms F (c) 
f 

and the partial derivative ∂ m 

u m 

must be evaluated 

ith the same discretized velocities. In particular, ∂ h m 

u m 

is a finite 

ifference or finite volume approximation of the spatial deriva- 

ive of the m th component of the velocity vector in direction m, 

nd the “compression coefficient” c m 

approximates the color frac- 

ion. Its exact expression is dependent on the advection method 

nd it preserves the C-bracketing condition. Since the coefficient 

 m 

may not be the same along the three Cartesian directions, the 

um 

∑ 

m 

c m 

∂ h m 

u m 

is not necessarily vanishing even if the flow is 

ncompressible. After each advection substep (20) , the interface is 

econstructed with the updated volumes C n,l+1 
i, j,k 

, then the fluxes F (c) 
f 

re computed for the next substep. 

In each substep the velocity field in direction m is usually de- 

endent only on the spatial component x m 

, u m 

(x m 

) . This approx-

mation ensures that the fluid areas fluxing across a cell side are 

ectangular in two dimensions, as shown in Figs. 2 and 3 . The 

ulti-dimensionality of the flow is considered in unsplit methods, 

here the fluxing areas are described by more complex polygons 

17] . 

.3.3. Lagrangian explicit advection 

The Lagrangian Explicit / CIAM method refers to a specific type 

f split advection and it is most naturally explained as a Lagrangian 

ransport of the Heaviside function [18,19] . The velocity field is 

inearly interpolated between the face velocities u m − on the left 

nd u m + on the right, so that u m 

(x m 

) = −u m −(1 − x m 

) + u m + x m 

,

ith the origin of x m 

on the left face. The equation of motion 

 x m 

/d t = u m 

(x m 

) is integrated with a first-order in time, explicit
4 
 m 

(x n m 

) approximation, to get in rescaled variables 

 

n +1 
m 

= −u m − + (1 + u m + + u m −) x n m 

. (22) 

his transformation gives the position of advected points as a func- 

ion of the original position and compresses distances along direc- 

ion m by a factor (1 + u m + + u m −) . Points over faces and linear in-

erface are advected in the same way, and in the two-dimensional 

ase of Fig. 2 the advection substep results in the three contribu- 

ions V 1 , V 2 and V 3 to the central cell. The intermediate value of 

he color function in the central cell will be given by the sum of 

hese three contributions. 

There is a correspondence between the geometrical interpreta- 

ion of the Lagrangian Explicit advection and the definition (19) of 

 

(c) 
f 

. For example, for the central cell of Fig. 2 the flux on the left

ace is from left to right, since u 1 ;i −1 / 2 , j > 0 . Then with m = 1 and

f = 1 −, we have V 1 = −F (c) 
1 − > 0 and u 1 − = u · n 1 − < 0 . The final

xpression of the substep is 

 

n,l+1 
i, j,k 

= C n,l 
i, j,k 

(1 + u m + + u m −) − F (c) 
m − − F (c) 

m + , (23) 

hich shows that the approximation of the derivative is ∂ h m 

u m 

= 

 m + + u m − and the compression coefficient is 

 m 

= C n,l 
i, j,k 

. (24) 

n order to remove spurious asymmetries in the flow it is impor- 

ant to change the order of split advections at each timestep. Then 

he compression coefficient in the horizontal advection, m = 1 , can 

e associated to the first substep, l = 0 , in timestep n, and to the

ast substep, l = 2 , in the next timestep. The sequence of three La-

rangian substeps (20) does not result in volume conservation 

 

n +1 
i, j,k 

− C n i, j,k = −
∑ 

faces f 

F (c) 
f 

+ 

3 ∑ 

m =1 

c m 

(u m + + u m −) . (25) 

hile the flux terms cancel upon integration over the domain, the 

um of the compressive terms does not vanish since c m 

changes at 

ach substep l. 

.3.4. Weymouth and Yue’s advection 

The (WY) split advection is exactly mass-conserving [20] . In this 

ethod the compression coefficient is independent of direction m, 

o that c m 

= c, and is defined as 

 = H 

(
C n i, j,k − 1 / 2 

)
(26) 

here H is a one-dimensional Heaviside function, that is c = 0 if 

 

n 
i, j,k 

< 1 / 2 and c = 1 if C n 
i, j,k 

≥ 1 / 2 . The fluxes F (c) 
f 

are also defined

ifferently. The reference phase fluxed through the left face in di- 

ection m = 1 is equal to the volume fraction in a cuboid of width
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 i −1 / 2 , j,k adjacent to the left face f = 1 −. This fluxed volume cor- 

esponds to “Eulerian Implicit” (EI) advection in the terminology of 

19] and is represented in 2D by the area V 1 of Fig. 3 . Using these

efinitions, Weymouth and Yue were able to show that the final 

esult obeys C-bracketing [20] . 

This split advection scheme conserves volume at machine accu- 

acy. Indeed the summation of three substeps (20) results in 

 

n +1 
i, j,k 

− C n i, j,k = −
∑ 

faces f 

F (c) 
f 

+ c 

3 ∑ 

m =1 

∂ h m 

u m 

. (27) 

ince 
∑ 3 

m =1 ∂ 
h 
m 

u m 

= 

∑ 3 
m =1 (u m + + u m −) is the finite-volume expres- 

ion for ∇ · u , it disappears and mass is conserved at the accuracy 

ith which condition (3) is satisfied. 

.3.5. Clipping 

The algorithm that has been coded involves a number of addi- 

ional steps designed to avoid unwanted effects of arithmetic float- 

ng point round-off error. The most important one is clipping: at 

he end of each directional advection, the values of C i, j,k are re- 

et so that C i jk is set to 0 if C i jk < εc or to 1 if C i jk > 1 − εc . When

here is no surface tension the choice εc = 10 −12 works well. Oth- 

rwise εc = 10 −8 gives more stable results with smoother interface 

hapes. This stronger clipping is a necessity for some simulations 

ith WY, as we observe that WY produces many more “wisps”, i.e. 

ells with tiny values of 1 − C i, j,k inside fluid 1 or C i, j,k inside fluid

. We have not yet been able to determine the origin of this need

or a more forceful clipping with WY, but it could be related to the 

act that the CIAM method has a geometrical interpretation, while 

Y is intrinsically algebraic in nature. 

.4. Momentum-advection methods 

.4.1. Advection of a generic conserved quantity 

Consider the advection of a generic conserved quantity φ by a 

ontinuous velocity field 

 t φ + ∇ · (φ u ) = 0 . (28) 

e assume that φ is smoothly varying except on the interface 

here it may be discontinuous. Indeed finding a correct scheme 

or the advection of this discontinuity, at the same speed as the 

dvection of the volume fraction, is the goal of the present study. 

he smoothness of the advected quantity away from the interface 

s verified for the density ρ, the momentum ρu or the internal 

nergy ρe . We first integrate (28) in time 

n +1 
i, j,k 

− φn 
i, j,k = −

∑ 

faces f 

F 
(φ) 

f 
. (29) 

he sum on the right-hand side is the sum over faces f of cell i, j, k

f the fluxes F 
(φ) 
f 

of φ, which are defined in the same way as the

olor function fluxes F (c) 
f 

in (19) 

 

(φ) 

f 
= 

∫ t n +1 

t n 

d t 

∫ 
f 

u f (x , t) φ(x , t) d x . (30)

n order to “extract” the discontinuity we introduce the character- 

stic function H(x , t) 

 

(φ) 

f 
= 

∫ t n +1 

t n 

d t 

∫ 
f 

[ u f H φ + u f (1 − H) φ] d x , (31)

nd rewrite it as 

 

(φ) 

f 
= φ̄1 

∫ t n +1 

t n 

d t 

∫ 
f 

u f H d x + φ̄2 

∫ t n +1 

t n 

d t 

∫ 
f 

u f (1 − H) d x , (32)

here the face averages φ̄s , s = 1 , 2 , are 

¯
s = 

∫ t n +1 

t n 
d t 

∫ 
f φ u f H s d x ∫ t n +1 

t d t 
∫ 

f u f H s d x 

, (33) 
n 

5 
nd H 1 = H, H 2 = 1 − H. Expression (32) can be written in terms

f the fluxes F (c) 
f 

and F (1 −c) 
f 

, this second one being obtained by 

eplacing H with 1 − H in (19) 

 

(φ) 

f 
= φ̄1 F 

(c) 
f 

+ φ̄2 F 
(1 −c) 
f 

. (34) 

.4.2. Cloning the tracers 

When a cell is cut by the interface, and the field φ is not 

mooth, it becomes difficult to estimate the integrals in (32) . A 

ossibility is to define two new fields φ1 and φ2 , with φs = φ in- 

ide phase s, then 

= H φ1 + (1 − H) φ2 . (35) 

his is more costly in memory usage but simplifies considerably 

he computation of the averages in (32) . The two equations (2) and 

28) are now replaced by three equations, the same volume frac- 

ion Eq. (2) and 

 t φ1 + ∇ · (φ1 u ) = 0 , ∂ t φ2 + ∇ · (φ2 u ) = 0 . (36)

he three Eqs. (2) and (36) now imply (28) . The addition of a pair

f “cloned” variables to deal with large density contrasts is similar 

o the methods used for the resolution of the momentum and en- 

rgy equations for compressible flow. For example Saurel and Ab- 

rall used two density, momentum and energy variables in their 

even-equations model [8] , while Allaire, Clerc and Kokh use two 

ensity variables in their five-equations model [9] . The addition of 

 cloned tracer variable in incompressible isothermal flow was also 

mplemented by Popinet in the “Basilisk” code [21] . 

.4.3. Advection of the density field 

The density ρ(x , t) obeys (28) with φ = ρ . Moreover we con- 

ider a divergence-free velocity field, with constant density in 

ach phase. We can extract the density trivially from the integrals 

33) to obtain exactly ρ̄s = ρs . The flux of ρ is then 

 

(ρ) 

f 
= ρ1 F 

(c) 
f 

+ ρ2 F 
(1 −c) 
f 

. (37) 

sing this flux definition for ρ, and any VOF method for the fluxes 

f the color function, one obtains a conservative method for ρ, 

ince eq. (29) evolves ρ as a difference of fluxes. Thus the total 

ass is conserved. However this result is not consistent with the 

dvection of the color function in the CIAM case, as CIAM does not 

onserve volumes exactly (see (25) ). As a result the advection of ρ
s not consistent with the advection of C. 

This paradox may be resolved if one notices that the compres- 

ion term is missing in (28) . For consistency the compression term 

hould be kept, and the advection equation for a conserved quan- 

ity becomes 

 t φ + ∇ · (φ u ) = φ ∇ · u . (38) 

t is then possible to define the evolution of φ through a sequence 

f directionally-split operations which are equivalent to the opera- 

ions performed on the color function 

n,l+1 
i, j,k 

− φn,l 
i, j,k 

= −F 
(φ) 

m − − F 
(φ) 

m + + 

(
˜ φm 

1 c 
(1) 
m 

+ 

˜ φm 

2 c 
(2) 
m 

)
∂ h m 

u m 

(39) 

here F 
(φ) 

m ± are defined in (34) , the cell averages ˜ φm 

s are 

˜ m 

s = 

∫ t n +1 

t n 
d t 

∫ 
� φH s ∂ h m 

u m 

d x ∫ t n +1 

t n 
d t 

∫ 
� H s ∂ h m 

u m 

d x 

, (40) 

nd c (1) 
m 

= c m 

is the compression coefficient of the VOF advection, 

hile c (2) 
m 

= 1 − c m 

is that of the symmetric color fraction 1 − C.

pecifically for ρ this gives 

n,l+1 
i, j,k 

− ρn,l 
i, j,k 

= −F 
(ρ) 

m − − F 
(ρ) 

m + + C 
(ρ) 
m 

, (41) 
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here the fluxes are given by (37) and the compression term is 

 

(ρ) 
m 

= 

(
ρ1 c 

(1) 
m 

+ ρ2 c 
(2) 
m 

)
∂ h m 

u m 

(42) 

ith no implicit summation on m and c (s ) 
m 

given by (24) or (26) .

or the WY method, the compression terms eventually cancel out 

nd mass is conserved at the same accuracy as the discrete incom- 

ressibility condition 

∑ 3 
m =1 ∂ 

h 
m 

u m 

= 0 is verified. 

.4.4. Momentum advection: basic expressions 

For momentum advection we consider the transport of the 

calar quantities φ = ρu q , where q = 1 , 2 , 3 is the component in-

ex. With definition (33) , we obtain for the face weighted averages 
¯

s = ρu q s the expression 

u q s = ρs ̄u q,s (43) 

here 

¯
 q,s = 

∫ t n +1 

t n 
d t 

∫ 
f u q u f H s d x ∫ t n +1 

t n 
d t 

∫ 
f u f H s d x 

(44) 

e term ū q,s the “advected interpolated velocity” and explain be- 

ow how it is computed. Thus the evolution of the momentum is 

iven by 

ρu q ) 
n,l+1 
i, j,k 

− (ρu q ) 
n,l 
i, j,k 

= −F 
(ρu ) 

m − − F 
(ρu ) 

m + 

+ 

(
ρ1 ̃  u 

m 

q, 1 c 
(1) 
m 

+ ρ2 ̃  u 

m 

q, 2 c 
(2) 
m 

)
∂ h m 

u m 

(45) 

here 

 

(ρu ) 

f 
= ρ1 ū q, 1 F 

(c) 
f 

+ ρ2 ū q, 2 F 
(1 −c) 
f 

, (46) 

nd the “central interpolated velocity”, corresponding to the aver- 

ges ˜ φm 

s of (40) , are 

˜ 
 

m 

q,s = 

∫ t n +1 

t n 
d t 

∫ 
� u q H s ∂ h m 

u m 

d x ∫ t n +1 

t n 
d t 

∫ 
� H s ∂ h m 

u m 

d x 

. (47) 

rom now on we omit the superscript m for ˜ u m 

q to avoid too com- 

lex notations. Notice that “cloning” the advected velocities ū q, 1 

nd ū q, 2 would make it easier to advect a velocity field with a 

ump on the interface. However in viscous flow without phase 

hange the velocity is continuous on the interface, and to avoid an 

xcessively complicated method we approximate the velocity field 

s continuous and we choose ū q = ū q, 1 = ū q, 2 for the “advected in- 

erpolated velocity” and ˜ u q = ˜ u q, 1 = ˜ u q, 2 for the “central interpo- 

ated velocity”. An important simplification is then 

 

(ρu ) 

f 
= ū q F 

(ρ) 

f 
(48) 

which is the central equation in this development) and thus 

ρu q ) 
n,l+1 
i, j,k 

− (ρu q ) 
n,l 
i, j,k 

= −ū q F 
(ρ) 

m − − ū q F 
(ρ) 

m + + 

˜ u q C 
(ρ) 
m 

, (49) 

here the density fluxes are defined in (37) and the compression 

erm C (ρ) in (42) . In the above expression the face-weighted aver- 

ge velocities ū q are defined using (44) on the corresponding left 

ace m − or right face m + . It is important to note that up to this

oint the weighted averages ū q and ˜ u q have been defined but the 

ethod in which they are estimated in the numerical method will 

e given only in what follows. 

If we combine the scheme above with the CIAM scheme, the 

ompression coefficient in the volume fraction advection from 

24) is C n,l , and for the central interpolated velocity we take ˜ u q = 

 

n,l 
q . The compression term in (49) does not cancel out when the 

nal momentum is computed after three directionally-split advec- 

ions and the result is not exactly conservative. On the other hand 

ith the WY scheme, the compression coefficient in the volume 
6 
raction advection from (26) is c, that is independent of direction 

 and (42) becomes 

 

(ρ) 
m 

= 

(
ρ1 c + ρ2 (1 − c) 

)
∂ h m 

u m 

. (50) 

ince there is no bracketing on the velocity components, we take 

˜  q = u n q which is independent on the substep l. Provided the veloc- 

ty field is incompressible, that is 
∑ 3 

m =1 ∂ 
h 
m 

u m 

= 0 , after the three

plit advections (49) one obtains a cancellation of the compression 

erms and 

ρu q ) 
n, 3 
i, j,k 

− (ρu q ) 
n 
i, j,k = −

∑ 

faces f 

ū q F 
(ρ) 

f 
. (51) 

he momentum transport coupled with WY advection is thus ex- 

ctly conservative. The advected interpolated velocity ū q and the 

elocity u f normal to face f are discussed in the next section. 

.4.5. Momentum advection: interpolations and flux limiters 

The momentum Eq. (49) can be approximated either 1) in the 

ulk of the phases or 2) in the neighborhood of the interface. In 

he first case the expression simplifies considerably since both the 

ensity and the color fraction are constant and the spurious com- 

ression terms cancel out 

 

n, 3 
q − u 

n 
q = −

∑ 

faces f 

ū q u f . (52) 

e distinguish an “advecting” velocity u f = u · n f and an “ad- 

ected velocity” component ū q, f , involving an average over face f . 

oth velocity components require an interpolation from their po- 

ition in the staggered grid to where they are needed. Thus the 

cheme in the bulk is 

 

n, 3 
q − u 

n 
q = −

∑ 

faces f 

ū 

(advected) 
q u 

(advecting) 
f 

, (53) 

hile near the interface is 

ρu q ) 
n, 3 − (ρu q ) 

n = −
∑ 

faces f 

ū 

(advected) 
q F 

(ρ) 

f 
+ 

3 ∑ 

m =1 

˜ u q C 
(ρ) 
m 

. (54) 

omentum advection in our model is described by these two 

quations which are solved on a cubic grid with a finite-volume 

ethod. In the previous sections we have derived a new expres- 

ion for the momentum fluxes and the compression term, i.e. the 

HS of (54) , that is consistent with the volume fraction advection. 

To estimate the advecting velocities u 
(advecting) 
f 

we use a cen- 

ered scheme. The staggered 2D grid of Fig. 1 has the same vari- 

bles arrangement that is found in 3D on a plane perpendicu- 

ar to the z-axis and through the pressure point p i, j,k . To illus- 

rate the procedure we consider a face perpendicular to the hor- 

zontal direction 1, in particular f = 1 −. There are two cases. In 

he first case the advected component is not aligned with the 

ace normal, this corresponds to q = 2 . The u 2 control volume in

ig. 1 is centered on i, j + 1 / 2 , k, and face f = 1 − is then centered

n i − 1 / 2 , j + 1 / 2 , k . The advecting velocity u 
(advecting) 
1 − is not given

n this point and has to be interpolated 

 

(advecting) 
1 ;i −1 / 2 , j+1 / 2 ,k 

= 

1 

2 

(
u 1 ;i −1 / 2 , j,k + u 1 ;i −1 / 2 , j+1 ,k 

)
. (55) 

n the second case the advected component is aligned with the 

ace normal, this corresponds to q = 1 . The u 1 control volume in

ig. 1 is centered on i + 1 / 2 , j, k and face f = 1 − is then centered

n i, j, k . The interpolation is now 

 

(advecting) 
1 ;i, j,k 

= 

1 

2 

(
u 1 ;i −1 / 2 , j,k + u 1 ;i +1 / 2 , j,k 

)
. (56) 

ow we turn to the interpolation of the advected velocity ū q in 

54) . The interpolants we use in this case are one-dimensional and 

perate on the velocities u q , on the center of their control volume, 
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Fig. 4. The reference control volume � for the advected velocity component φ = u q is shown. A horizontal advection is here considered and both the advecting velocity u f 
and the advected velocity require an interpolation for their value on the left face f = 1 −: (a) the value ū q = φ0 (full circle) is interpolated (see Appendix A ) from the values 

φ = u q on the nodes (open circles); (b) a more sophisticated interpolation predicts the value φ( ̂ x ) where ˆ x is at the center of the “donating” region �D (see Appendix A ). 
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Fig. 5. Computation of the shifted volume fractions from the half-fractions. 

Algorithm 1 Summary of the algorithm for the momentum and 

VOF time step. 

Reconstruct interface from volume fractions C n 

for each component q do 

Compute “shifted” volume fraction C n, 0 
q in the staggered 

control volumes 

Compute density ρn, 0 
q (Eq. 1) 

Compute momentum component (ρq u q ) n, 0 

end for 

for each substep l do 

for each component q do 

Momentum advection in the x l direction to compute 

(ρq u q ) 
n,l+1 (Eq. 49) 

(the x l coordinate direction changes with the time step) 

VOF advection of “shifted” C q in the x l direction to 

compute C n,l+1 
q 

Compute density ρn,l+1 
q (Eq. 1) 

Update velocity component u n,l+1 
q = (ρq u q ) 

n,l+1 /ρn,l+1 
q 

end for 

VOF advection of C in pressure control volumes in the x l 
directionto compute 

C n,l+1 

end for 
hat are regularly spaced on a segment aligned with the direction 

f the advection, that is perpendicular to face f . We still consider 

n advection along the horizontal direction 1. In Fig. 4 , with the 

ighter notation φ = u q , we need to interpolate the advected veloc- 

ty on the left face of the reference control volume �. For the ad- 

ected velocity u 1 and the advecting velocity (56) on face f = 1 −
he correspondence with the φ values in Fig. 4 is 

−3 / 2 = u 1 ;i −3 / 2 , j,k , φ−1 / 2 = u 1 ;i −1 / 2 , j,k , φ1 / 2 = u 1 ;i +1 / 2 , j,k , · · ·
(57) 

hile for the advected velocity u 2 and the advecting velocity 
55) is 

−3 / 2 = u 2 ;i −2 , j+1 / 2 ,k , φ−1 / 2 = u 2 ;i −1 , j+1 / 2 ,k , φ1 / 2 = u 2 ;i, j+1 / 2 ,k , · · · (58) 

The extension of these results to an advection along the other two 

irections q = 2 , 3 follows easily. We need to predict φ0 on face

f = 1 − in Fig. 4 to serve as an approximation of ū q given in (44) . 

e consider an interpolation function f that computes this value 

s a function of the four nearest points, and in an upwind manner 

ased on the sign of the advecting velocity u f 

0 = f 
(
φ−3 / 2 , φ−1 / 2 , φ1 / 2 , φ3 / 2 , sign (u f ) 

)
. (59) 

n this study we have extensively tested two kinds of interpola- 

ions: 

1. a scheme that uses a QUICK third-order interpolant in the bulk, 

away from the interface and a simple first-order upwind flux 

near the interface. We call this scheme QUICK-UW; 

2. a scheme that uses a Superbee slope limiter [22] for the flux 

in the bulk and a more complex Superbee limiter tuned to a 

shifted interpolation point near the interface. We naturally call 

this scheme “Superbee”. 

The details of the two schemes are given in Appendix A . 

.4.6. VOF-consistent momentum advection on staggered grids 

In order to apply the above method on the staggered grid, we 

eed the color fraction data in the velocity control volumes. At the 

tart of the velocity advection operations, summarized by the oper- 

tor L 

h 
conv , each velocity control volume overlaps two pressure/VOF 

ontrol volumes, for example �i +1 / 2 , j overlaps �i, j and �i +1 , j in 

he 2D case of Fig. 5 . An estimate of the shifted volume fraction

 i +1 / 2 , j in �i +1 / 2 , j is then obtained by performing the usual recon- 

tructions in �i, j and �i +1 , j and adding the two half-fractions. The 

ollowing operations are then performed at each time step and are 

ummarized in Algorithm 1 : 

1. Reconstruction of the interface at time t n from the data C n , 

and computation of the shifted fraction of Fig. 5 to obtain 

the “shifted” data C n q and ρn 
q in the staggered control volumes 

( q = 1 , 2 , 3 is the component index), for example ρ1 in �i +1 / 2 , j,k 

for the horizontal momentum component ρ u . 
1 1 

7 
2. Computation of the three momentum components (ρq u q ) n at 

time t n . 

3. Advection of the three momentum components along one co- 

ordinate direction, say x direction, using (49) to obtain the up- 

dated momentum components (ρq u q ) n, 1 after the first substep. 

4. Advection with the VOF method of the “shifted” volume frac- 

tion data C n q of the staggered control volumes along the x di- 

rection to obtain the updated volume fractions C n, 1 
q and from 

(1) the densities ρn, 1 
q after the first substep. 
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Fig. 6. Diagram of the time step. For simplicitythe 2D case is represented for the density on the grid i, j and for the horizontal velocity u 1 on the staggered grid i + 1 / 2 , j. 

The evolution of the velocity component u 2 on the staggered grid i, j + 1 / 2 is similar. The initial variables ρn , u n 1 , u 
n 
2 are inside the ellipses. The interpolated “advecting”

components u 1 and u 2 have superscript n . The shifted density ρn, 0 is constructed with the shifted fractions of C to initialize the momentum component (ρu 1 ) 
n, 0 . The first 

split advection is along the x direction to variables with superscript n, 1 , the second one is along the y direction to variables with superscript n, 2 . The updated density is 

ρn, 2 = ρn +1 while the horizontal velocity u n, 2 
1 

= u ∗1 enters the RHS of the Poisson-like equation (15) . 
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5. Extraction of the provisional velocity components u n, 1 
q after the 

first substep, u n, 1 
q = (ρq u q ) 

n, 1 /ρn, 1 
q . 

6. Repeat the previous operations for momentum components, 

shifted volume fractions and densities, and velocity compo- 

nents for the next two substeps with split advections along the 

y and z directions. Eventually obtain (ρq u q ) n +1 = (ρq u q ) n, 3 and 

˜ ρn +1 
q = ρn, 3 

q . At each time step, the sequence x, y, z is permuted. 

7. In parallel, computation of C n +1 = C n, 3 on the pressure control 

volumes using the VOF method. 

he interface reconstruction, the computation of volume fraction 

uxes and the interpolation of “advected” and “advecting” veloc- 

ty components have been detailed in the previous sections. We 

emark that the advected velocity components u q are updated at 

ach substep, while the advecting velocities u f are interpolated 

rom the initial velocity field u 

n at time t n . The shifted fractions 

f Fig. 5 are computed by the same routine that is computing the 

ulerian fluxes V 1 and V 3 of Fig. 3 . 

The three momentum components (ρq u q ) 
n +1 at the begin- 

ing of next time step t n +1 require the computation of the three 

shifted” volume fractions C n +1 
q and densities ρn +1 

q starting from 

 

n +1 . However, these densities ρn +1 
q are different from the densi- 

ies ˜ ρn +1 
q = ρn, 3 

q computed in the previous time step by directly 

dvecting the “shifted” volume fractions C n q . The reason for this 

ifference is that the linear reconstruction is approximate and it 

s not even continuous on the boundary of its control volume. As 

 matter of facts, at each substep we have four slightly different 

nterface reconstructions. This implies that momentum is not con- 

erved between two time steps. We note that attempting to always 

se only the three sets C n q and evolve them by the VOF method 

n the staggered cells would maintain conservation but result in 

he three staggered grids evolving independently of each other and 

ventually diverging. A diagram of the whole scheme is presented 

n Fig. 6 . 

.5. Description of the other time-split terms 

The other time-split terms in Eq. (12) and in the projection 

tep (13) are solved in a standard centered way. The density on 

he faces of the central cells �i, j,k is estimated using a simple av- 

rage ρi +1 / 2 , j,k = (ρi, j,k + ρi +1 , j,k ) / 2 . Although this is less accurate 
8 
nd consistent than the usage of the densities ρq , computed from 

he shifted fractions as described above, the simple average is used 

oth for simplicity and because tests have shown that the usage of 

q leads to less stable simulations. 

The velocities in the diffusion term are introduced in an explicit 

ay. Although this requires small time steps of the order ρh 2 /μ, 

he capillary restriction on time steps is usually even smaller, being 

f order τ = (ρh 3 /σ ) 1 / 2 . The two restrictions become of the same 

rder when h ∼ l μσ , where l μσ = μ2 / (σρ) is the length at which

he viscous and capillary terms balance. For water, this length is 

f the order of 10 nanometers, and grids of that size are not used 

n the flows we consider. However, should the velocities be treated 

n an implicit manner, we do not believe this would change the 

onclusions of this paper. 

Surface tension is computed using the Continuous Surface Force 

ethod proposed by [23] , together with an estimate of the cur- 

ature through the computation of height functions, in a man- 

er that closely follows the method of [24] . The external forces in 

quation (12) are only gravity and are computed in a trivial man- 

er with 

1 
ρn +1 L ext = g , where gravity g is a constant. 

. Testing and validation 

.1. Consistent cylinder advection 

An elementary test of our method, that mostly verifies that 

he coding has been performed correctly, considers a uniform pla- 

ar velocity field u 1 = u 2 = 1 . 6 × 10 −2 and a droplet of density

l = 10 9 in gas at density ρg = 1 with a CFL number of 0 . 0256 
√ 

2 .

iscosity and surface tension are set to zero in this first test. The 

umber of grid point in the diameter of the droplet is D/h = 3 . 2 .

he unit domain is discretized on a 16 × 16 grid. The droplet 

hapes that result are shown on the left of Fig. 7 . The irregulari-

ies seen in the advected droplet are due to the roughness of the 

OF approximation at such low resolutions. We repeat the test 

ith conditions close to air/water: now viscosities are μl = 0 . 1 , 

g = 0 . 002 and densities are ρg = 1 , ρl = 10 3 , while there is still

o surface tension. We get identical results: a viscosity contrast 

ill not generate numerical instabilities on a uniform velocity field, 

s shown on the right of Fig. 7 . 
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Fig. 7. Large-density-ratio droplet in a uniform velocity field: a droplet with D/h = 

3 . 2 grid points per diameter is advected in 3D in the plane z = 0 (see text); left: 

density ratio 10 9 without viscosity, right: density ratio 10 3 with viscosity. 

Fig. 8. Base velocity profile. 
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.2. Kelvin helmholtz instability 

The Kelvin-Helmholtz instability arises between unequal veloc- 

ty fluid streams. It is closely related to the issues addressed in 

he current paper since it arises in many of the flows for which 

he current method is designed, such as atomisation. Moreover, 

he Kelvin-Helmholtz instability is particularly strong on a vortex 

heet, since (as we show in the next section) it has for an infinitely

hin sheet a divergent growth rate as the wavenumber goes to in- 

nity. Compounding the issue, the baroclinic term of the vorticity 

quation leads for unequal densities to the creation or strengthen- 

ng of a vortex sheet on the interface. In previous papers some of 

s have studied the Kelvin-Helmholtz instability in viscous flows 

ith surface tension [25–27] . 

We focus here, in contrast to these earlier papers, on the in- 

iscid, no surface tension case. Indeed we want to focus on the 

ew discretization of the advection terms. Moreover the inviscid, 

o surface-tension case is a kind of “worst-case scenario” without 

he stabilizing effects of viscosity and capillarity. 

.2.1. Problem setup 

The simplest setup is that of a vortex sheet, for which the 

rowth rate is given by 

 i = 

2 

√ 

r 

r + 1 

kU (60) 

here r = ρg /ρl . This vortex-sheet setup is however leading to an 

ll-posed problem since for increasing k, exponentially large ampli- 

udes are predicted at finite time. It is thus desirable to regularize 

he growth rate by having a boundary layer. The theory of the in- 

iscid Kelvin-Helmholtz instability with a boundary layer is sum- 

arized in Appendix B . We consider two kinds of boundary lay- 

rs: (i) a boundary layer in the liquid phase, (ii) a boundary layer 

n the gas phase. Both cases may be represented by the sketch in 

ig. 8 . The resulting growth rate is a function of the dimension- 

ess number κ = 2 ak . The dimensionless growth rate �i = ω i a/U

s plotted on Fig. 9 for three different density ratios, and for both 
9 
ases (i) and (ii) above. It is seen that the growth-rate curve has 

 maximum at �i,max for κ = κmax and vanishes above the thresh- 

ld κc . As the density contrast increases, the behavior is different 

epending on the case. (i) For a boundary layer in the liquid, the 

nterfacial problem becomes in the limit r → 0 a free-surface prob- 

em and the growth rate goes to a limit. (ii) On the other hand for

 boundary layer in the gas, the maximum growth rate and the 

orresponding maximum reduced wavenumber κmax both tend to 

ero and 

i,max ∼
√ 

r , κmax ∼
√ 

r . (61) 

e initialize all simulations with one perturbed wavelength in 

he computational domain, so that k = 2 π/L x and we choose pa- 

ameters so that k = k max . Then for κmax = 2 ak max = 4 πa/L x the

umber of points in the boundary layer is 2 a/h = L x κmax / (2 πh ) =
 x κmax / (2 π) where n x = L x /h is the number of grid points in the

orizontal. In the r = 0 . 01 case with the boundary layer in the gas,

e have κmax � 1 . 2 and thus a � 0 . 2 L x for k near k max and 2 a/h ∼
 x / 5 . We initialize the simulation with the following method. We 

se the solution obtained in Appendix B for the mode correspond- 

ng to κmax = 2 ak max . The modes computed in Appendix B are 

xtending to ±∞ in the vertical, so a sufficiently large box in 

he vertical has to be selected. We thus use an L x × L z domain 

ith L z = 2 L x . The error on the boundary at z = ±L z / 2 is of order

 

−kL z / 2 = e −2 π � 2 10 −3 . 

We choose the boundary layer thickness and the initial ampli- 

udes of the perturbations such that the excited wavelength cor- 

esponds to the box size. Moreover it is important to notice that 

avenumbers are quantized in the box so that k n πn/L x . Since 

 κmax > κc as can easily be seen on Fig. 9 all the quantized modes 

bove the first one are stable. This would not be the case if a nar-

ower boundary layer were used. In the other limit, for a vortex 

heet setup ( a = 0 ), all modes are unstable in stark contrast with

he above situation. 

The flow field u 0 (x, z, t = 0) , w 0 (x, z, t = 0) in the initial con-

ition is initialized using a discrete stream function formulation. 

he motivation for this is the desire to avoid a projection of the 

elocity field at the first time step. Indeed, less careful initializa- 

ion methods may start with a velocity field that has a large local- 

zed divergence. One may wonder how the pressure gradient in the 

rojection step rearranges this velocity field, possibly inadvertently 

ransferring energy to modes other than the theoretically selected 

ne. As a result, the theory in Appendix B computes the stream 

unction ψ at initial time. The code computes the finite differences 

 0 = ∂ h z ψ, w 0 = −∂ h x ψ (62) 

llowing the resulting field to be discretely divergence free. This 

eans that it obeys (14) at machine accuracy. The unperturbed in- 

erface, according to the theory, is located in the mid-horizontal- 

lane z = 0 of the (1 × 2) box thus exactly at the boundary of two

centered” C i jk -cells. However it is possible and interesting to shift 

ertically by �z = h/ 2 the origin of the coordinate system to lo- 

ate the interface in the middle of a row of “centered” C i jk -cells. In 

ddition in what follows we uniformly set L x = 1 . 

.2.2. Results for boundary layer in the liquid phase 

In order to verify that the numerical scheme is consistent with 

he theory, we first compute the growth rate for case (i). In what 

ollows we first show results for the WY/QUICK-UW combination 

f VOF and momentum advection methods, and both for the classi- 

al method and with the VOF-momentum-consistent method. The 

ase for a = κmax L x / (4 π) = 0 . 095 is shown in Fig. 10 . The numer-

cal results are plotted in two manners. The “amplitude growth”

lots follow the logarithm of the amplitude of the Fourier mode 
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Fig. 9. The reduced growth rate as a function of the dimensionless wavenumber. 
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f wavenumber k = 2 π . This has the effect of filtering any contri- 

ution of the other modes (the other modes should not grow ac- 

ording to the theory but could still appear because of numerical 

pproximations). The second plot is the “maximum velocity” plot 

hich follows the logarithm of the max norm of the vertical ve- 

ocity w max (t) = || w || ∞ 

. The maximum velocity corresponds to a

uperposition of the amplitude of all the modes. 

We first show the results for n x = 64 which corresponds to 

 a/h � 13 points in the boundary layer with �z = 0 . The initial

nterface perturbation amplitude is A h = 10 −4 and that of the ve- 

ocity is w max (0) = | ωA h | (see Appendix for the definition of A h ).

he results for amplitude growth are good, showing exponential 

rowth over nearly three orders of magnitude. However the results 

or the maximum velocity growth show a glitch, with an nonphys- 

cal jump in the velocity in the case of the VOF-consistent method. 

he glitch is created by small scale vortical structures with large 

avenumber near the interface. These structures have a small am- 

litude and are overtaken by the physical growth of the k = 2 π/L x 
ode after some time, with a recovery of the predicted growth 

ate. In the case of the non-consistent method the glitch is not 

een. If now one places the interface in the middle of the cell the 

litch disappears. 

As expected, the results become worse when the boundary 

ayer contains a smaller number of grid points. For n x = 16 expo- 

ential growth is still observed ( Fig. 11 b) over nearly three orders 

f magnitude, but with a growth rate approximately 13% smaller 

han the theoretical one. For n x = 8 there is not much more than

 single grid point in the boundary layer, and the growth rate is 

pproximately 50% smaller ( Fig. 12 a). Finally the n x = 8 case for

z = 0 and with the maximum velocity plot is a kind of worst 

ase scenario. However even in that case the code does not di- 

erge ( Fig. 12 b), and the growth is eventually damped, which de- 

pite the disagreement with theory has the advantage of stabilizing 

he computation. 

.2.3. Results for boundary layer in the gas phase 

We now turn to the case where the boundary layer is in the 

as phase. For r = 100 the maximum growth rate is obtained for 

max � 0 . 143 . We now have a reduction by approximately one or- 

er of magnitude of κmax and thus also of a and a/h . Now if

 x is the wavelength with maximum growth, the boundary layer 

hickness must be a � 0 . 011 and the number of grid points in the

oundary layer is much smaller than with the boundary layer in 

he liquid phase, with a/h � 0 . 02 n x . Indeed for n x = 64 there is

nly about one point in the boundary layer. It is interesting to no- 

ice that if a larger a were used, the gas boundary layer would be-

ome stable, and the only growth would result from the spurious 

umerical growth of modes which in theory should be stable. With 
10 
 x = 512 there are about 12 points in the boundary layer. The com- 

utation is beset by numerical instabilities that lead to the blowup 

f the simulation, so we use �z = h/ 2 and the CIAM/Superbee 

ethod, as the later is more stable. The results are shown in 

ig. 13 a. Both the consistent and non-consistent method give iden- 

ical results at short times, close to the theory, but with less ac- 

uracy than when the boundary layer is in the liquid phase. At 

imes around t = 0 . 7 a small scale instability starts appearing in 

he maximum velocity graph ( Fig. 13 b) and eventually causes the 

emise of the simulation. 

With a smaller number of points, n x = 256 and a/h = 6 points

n the boundary layer, the results shown in Fig. 14 display again a 

purious growth due to a small scale numerical instability for the 

on-consistent method around t = 2 . 5 . 

.2.4. Results for the vortex sheet case 

In the vortex sheet case, there is no boundary layer thick- 

ess and there are no remaining length scales from the theoret- 

cal (continuum) point of view. Various ratios of wavelength to 

rid size are plotted on Fig. 15 . In this case the results are best

or λ/h = 8 and adding more grid points does not improve the re- 

ults, except for a short interval of time for λ/h = 64 . The theoret-

cal growth rate is indeed obtained for n x = 64 in a small interval

f time for t < 0 . 25 . For the least resolved case, the highest grid

Nyquist) frequency corresponding to λ/h = 2 , there is no ampli- 

cation but rather damping, indicating that numerical dissipation 

efeats the instability at this wavenumber. This indicates that the 

echanism that makes the computation diverge in other cases is 

ot represented by the Kelvin-Helmholtz instability at near-Nyquist 

avenumbers kh = O(1) . The latter is true at least in the current 

etup of this instability. Other setups, with for example different 

z, or with interfaces not aligned on the grid, may give different 

esults. 

However, it is still possible that the excitation of relatively large 

avenumbers by the initial perturbation could explain the uncon- 

rolled growth of numerical instabilities at large density contrasts. 

o test this hypothesis, we plot on Fig. 16 the numerical growth 

f || v || ∞ 

compared to the theoretical growth for r = 1 , for a fixed

alue of λ/h . We first describe the case �z = h/ 2 . It is seen on

ig. 16 that the growth rate is larger than the theoretical one even 

or r = 1 . This is explained by the leakage of energy from the ini-

ial k = k 1 mode into modes with larger k = k n that have a larger

rowth rate as expressed by (60) . Also on Fig. 16 is seen that for

maller values of r, the growth rates are reduced. However, for the 

onsistent method, a stronger reduction is achieved. It is obvious 

hat this reduction is still very far from being as strong as that pre- 

icted by the theory, which would yield a growth rate ω i ∼ 10 −5 

or the smallest r. We now turn to the case �z = 0 . In this case,
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Fig. 10. Comparison of the theoretical and numerical growth for a boundary layer in the liquid as a function of time with n x = 64 grid points, 13 points in the boundary 

layer and shift �z = 0 (see text): (a) amplitude plot; (b) maximum velocity plot. The signal “jumps” by one order of magnitude for the consistent method (nicknamed 

“MomCons”) while it remains close to the theory for the non-consistent method. 

Fig. 11. Comparison of the theoretical and numerical growth for a boundary layer in the liquid as a function of time: (a) maximum velocity plot for shift �z = h/ 2 and other 

parameters as in Fig. 10 . The nonphysical “jump” for the consistent method disappears; (b) amplitude plot for a smaller number of grid points n x = 16 (with 2 a/h = 3 points 

in the boundary layer) and shift �z = h/ 2 . 
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tions created on the interface. 
s shown on Fig. 17 , the situation is reversed: the non-consistent 

ethod grows much more slowly than the consistent method. For 

 = 1 the growth of the non-consistent method, after a fast initial 

ransient, is altogether stopped. For r = 10 −10 a super-fast increase 

s seen. This fast increase is made smaller when the clipping value 

see Section 3.3.5 ) εc is increased and is made even faster when εc 

s decreased. In the set of tests described in this section εc was set 

o 10 −8 . 

.3. Sudden acceleration of a cylinder at large density contrast 

A test that is often included in studies of momentum- 

onserving or mass-momentum-consistent methods [2–7] and 

ther methods designed to improve the stability of two-phase flow 

omputations [28] is to initialize a droplet of very high density at 
11 
elocity u l (x ) = U 0 e with the other, lighter fluid, at rest, so that

 g (x ) = 0 . Surface tension and viscosity are not present as in the

revious test, the only difference being the discontinuity of the ini- 

ial velocity on the interface, which amounts to a vortex sheet on 

he surface of the cylinder. After the first time step, the projection 

ethod (13) adds a dipole potential flow so that u g = τ∇p/ρg in 

he gas around the droplet, identical to the dipole flow around a 

olid object and with a slightly different velocity U of the droplet. 

ndeed, the dipole flow absorbs some of the initial momentum of 

he liquid in the gas, and results in a reduction from U 0 to U of the

roplet velocity during the first time step, similar to the momen- 

um transfer after the traversal of the droplet by a shock wave. 

his velocity shift, which is estimated in [29] , is small, of order 

 = ρg /ρl . There are at least three ways to explain the perturba- 
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Fig. 12. Comparison of the theoretical and numerical growth for a boundary layer in the liquid as a function of time with n x = 8 grid points (with 2 a/h = 1 . 5 points in 

the boundary layer): (a) amplitude plot with shift �z = h/ 2 ; (b) maximum velocity plot in the “worst case” scenario with shift �z = 0 . The nonphysical “glitch” for the 

consistent method is marked, but both methods eventually result in the damping of the perturbation. 

Fig. 13. Comparison of the theoretical and numerical growth for a boundary layer in the gas as a function of time with n x = 512 grid points, a/h � 12 points in the boundary 

layer, shift �z = h/ 2 and Uτ/h = 0 . 32 : (a) amplitude plot. The simulation follows approximately the theory but blows up after time t � 1 , with a faster blow up for the 

non-consistent method; (b) maximum velocity plot. The rapid growth starting at t � 0 . 7 is due to the appearance of small structures that are stable in the linear theory but 

not in the numerics. 
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First, as seen in the previous section and in the Appendix, a 

ortex sheet is unstable with respect to the Kelvin-Helmholtz in- 

tability. The perturbation amplitude A (t) grows exponentially as 

 (t) ∼ A (0) exp (ω i t) with ω i given by Eq. (60) . In the limit of

mall r the growth rate becomes small, on the order of 
√ 

r . Since 

he maximum wavenumber on the grid is π/h, an estimate of 

he growth rate of the small wavelength instabilities is πUN 

√ 

r /D, 

here N is the number of grid points per diameter. After advection 

y a droplet diameter, the elapsed time is �t = D/U . For typical 

rders of magnitude in the literature of r = 10 −6 and N = 32 the

mplitude growth would be 

xp (ω i, max �t) = exp 

(
πN 

√ 

r 
)

= exp (0 . 032 π) = 1 . 1058 . . . (63) 

hich means the amplitude should grow by 10% after advection by 

ne diameter and by 
√ 

e after advection by 5 diameters. 
12 
Second, beyond the linear growth stage of the Kelvin-Helmholtz 

nstability, there is a self-similar, non-linear growth stage for 

hich dimensional analysis implies that A (t) ∼ √ 

r Ut [30] . By 

his argument also the perturbation of the cylinder should re- 

ain small, of order A (�t) ∼ D 

√ 

r , after advection by a droplet 

iameter. 

Third, physical deformation is expected from the spatial pres- 

ure variation induced by the dipole gas flow. This variation in- 

olves a larger pressure at the aft and fore stagnation points 

nd a lower pressure along the equator of the droplet [31] . 

he resulting integrated stress is of order ρg U 

2 resulting in the 

rowth of the droplet deformation as A (t) ∼ rU 

2 t 2 /D and af- 

er advection by a droplet diameter as A (�t) ∼ rD . This growth 

s observed experimentally [32] and results in an elliptically 

haped (mode 2) drop, albeit of much smaller amplitude than 
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Fig. 14. Comparison of the theoretical and numerical growth for a boundary layer in the gas as a function of time with n x = 256 grid points, a/h � 6 points in the boundary 

layer, shift �z = h/ 2 and Uτ/h = 0 . 08 : (a) amplitude plot; (b) maximum velocity plot. 

Fig. 15. Kelvin-Helmholtz instability in the vortex sheet case with density ratio r = 0 . 01 : (a) amplitude plot for n x = 8 ; (b) maximum velocity plot. The number n indicates 

the ratio λ/h of wavelength to grid size, “Cons” stands for consistent method and “Stnd” for non-consistent method. 
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he two former Kelvin-Helmholtz-related growth mechanisms, 

o we can exclude this mechanism in the present case ex- 

ept perhaps in the r = 1 / 10 case where a mode 2 is apparent

n Fig. 18 a. 

The results are shown on Figs. 18 and 19 for several times and 

ensity ratios in a manner comparable to [2] . For these numeri- 

al experiments, the initialization of the velocity fields is rather 

mportant in order to not allow in the first time step some gas 

elocity in the liquid, and hence to avoid the situation of a bound- 

ry layer in the liquid in which the growth rate is independent 

f r as explained in Section 4.2.4 . Thus the density is initialized 

o ρl to machine accuracy using the Vofi library [14,15] within a 

isk implicitly defined by x 2 + y 2 < R 2 and the velocity is initial-

zed to 1 for all the velocity nodes inside a disk implicitly de- 

ned by x 2 + y 2 < (R + nh ) 2 , where n is the size of the “halo” in

umber of grid points. The velocity in the other nodes is initial- 

zed to 0. The tests shown were performed with n = 1 . Increas-

ng the size of the halo from n = 1 to n = 2 improves the results
13 
t early times ( �t ≤ D/U) of the droplet motion, but not at late 

imes ( �t > D/U). 

The droplet momentum has been oriented along the diagonal 

s in [2] . The WY scheme is used with a QUICK-UW interpolant. 

he droplet deforms little after advection by one droplet diame- 

er ( Fig. 18 ). For longer advection the deformation is more pro- 

ounced but, as explained above, this is to be expected at high res- 

lution, except in the r = 10 −9 case for which we show advection 

y 5 diameters in Fig. 19 . If the non-consistent method is used, 

he droplet deforms rapidly and the simulation breaks down. Our 

esults with the consistent method are better or on a par with pre- 

ious results for early times ( �t ≤ D/U) but for late times, r = 10 −9 

nd low order modes the results are somewhat worse than those 

f [2–5,7] (see Fig. 19 ). Finally for late times and more moderate 

ensity ratios it is difficult to asses the results because of the ex- 

ected physical growth of perturbations as expressed for example 

n (63) . As a comparison, in the results of the recent reference 

7] there was no significant deformation after one “transit time”
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Fig. 16. Kelvin-Helmholtz instability in the vortex sheet case, with shift �z = h/ 2 , λ/h = 64 and different values of r. The theory for r = 1 is also plotted. (a) Non-consistent 

method. The growth rate is always much larger than in the theory, and it decreases with r, reaching a minimum around r = 10 −3 . Around t = 2 . 2 the maximum of the 

velocity diverges for r = 10 −10 . This divergence may be suppressed by using a smaller tolerance for the iterative Poisson solver for the pressure, but we keep it here for 

illustrative purposes. (b) Consistent method. The agreement between the r = 10 −6 case and the theory for r = 1 is coincidental. As the value of r is decreased, the growth 

rate first decreases, reaches a minimum around r = 10 −3 and then increases. 

Fig. 17. Same parameters of Fig. 16 but with shift �z = 0 . (a) Standard method. At large r, the expected vanishing growth rate is achieved. (b) Consistent method. The 

amplitude of the maximum vertical velocity increases rapidly with increasing density contrast. For r = 10 −10 a super-fast increase is seen. This fast increase is made smaller 

when the clipping value εc is increased and is made even faster when εc is decreased. 
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t = L 1 /U 1 which with the parameters of [7] corresponds to three 

iameters ( �t = 3 D/U). 

Further comments can be made on the causes of the droplet 

eformation, depending on whether the theoretical dynamics of 

he Kelvin-Helmholtz instability are correctly reproduced by the 

umerics or not. First, if the theory is approximately reproduced 

y the numerics, and the gas momentum numerically diffuses in- 

ide the liquid, then some vorticity may penetrate into the liq- 

id despite the fact that in inviscid flow vorticity should remain 

onfined on the interface. If this happens, then by the analysis of 

ection 4.2.4 the growth rate becomes independent of the density 

atio r ( Fig. 9 ), and has a much larger value of order ω i ∼ Uk, with-

ut the 
√ 

r factor. Moreover, the instability seen for the r = 10 −9 

ase for the long advection case in Fig. 19 is a mode 3. If a low k

ode such as mode 3 grows faster than the high frequency modes 
14 
elated to the grid, this indicates that a boundary layer has grown 

y numerical diffusion. The boundary layer is located at least in 

art in the liquid side otherwise it would have a much smaller 

rowth proportional to 
√ 

r . 

Second, there could be an effect of the deviation from the 

elvin-Helmholtz theory. Indeed we observe spurious growth, es- 

ecially at the end of Section 4.2.4 . This could also be the cause of

he deformation of the drop. 

This points to two separate routes to the improvement of the 

esults of this test: 1) by improving the method’s performance 

or the vortex sheet case of the Kelvin-Helmholtz instability and 

inimising numerical diffusion; 2) by maximising numerical dif- 

usion of vorticity into the gas phase and minimising diffusion of 

orticity into the liquid phase. The first option would lead to a 

ore accurate method, while the second one, even if successful for 
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Fig. 18. Deformation of a droplet moving through a light fluid. The initial droplet resolution is D/h = 20 . Black shape at t = 0 , blue at t = D/ (2 U) and red at t = D/U . Density 

ratios: r = 10 −1 , 10 −3 , 10 −6 , 10 −9 (left to right and top to bottom). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version 

of this article.) 

Fig. 19. Deformation of a droplet moving through a light fluid at r = 10 −9 . The ini- 

tial droplet resolution is D/h = 20 . 
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Table 1 

Percentage of completion of the shear layer test with various methods. All 

simulations are performed on a 128 × 128 grid with a CFL of 0.03 and a den- 

sity ratio of 10 0 0. 

Method VOF Scheme velocity scheme fraction completed 

non-consistent WY QUICK-UW 0.08 

consistent WY QUICK-UW 0.17 

non-consistent CIAM Superbee 0.50 

consistent CIAM Superbee 1. 
he advected droplet test, would lead to an exceedingly diffusive 

ode. 

We note also that the tests of the Kelvin-Helmholtz instability 

n Section 4.2.4 are performed for interfaces aligned with the grid, 

hile in this section interfaces may have any orientation with re- 

pect to the grid, so that even if vortex sheet dynamics were per- 

ectly reproduced for interfaces aligned with the grid there would 

e no guarantee to have inviscid droplet dynamics represented cor- 

ectly in all configurations and thus to have good results for the 

arge density ratio droplet. 

.4. Sheared layer 

In order to better analyze the behavior of the methods in flow 

nder shear, such as vortex sheets and Kelvin Helmholtz instabili- 
15 
ies, we set up a planar, parallel shear flow in a (−1 / 2 , 1 / 2) 2 do-

ain with the following initial conditions 

 1 = 15 if | x 2 | > 1 / 10 

 1 = 1 if | x 2 | < 1 / 10 , 

 2 = 0 . 01 sin (2 πx 1 ) exp (−20 x 2 2 ) , 

= 1 if | x 2 | > 1 / 10 , and ρ = 10 3 otherwise. This flow is similar to

 liquid sheet in high velocity gas. The flow is simulated until time 

 f = 2 unless the simulation blows up at an earlier time t b < t f .

he crashes seem connected to the spurious growth of the Kelvin- 

elmholtz instability described in Section 4.2.4 . We note that the 

hysical instability could lead to interface deformation, but not to 

he catastrophic increase of the total kinetic energy that is wit- 

essed when the code crashes. 

Table 1 shows the numerical schemes that have been used 

n a few simulations together with the fraction t b /t f of the fi- 

al time that has been reached. All simulations have been per- 

ormed on a 128 × 128 grid with a CFL of 0.03 and a density ra-

io of 10 0 0. The consistent method is systematically more stable 

han the non-consistent one for the two combinations shown in 
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Fig. 20. The state of the simulation of the sheared layer just before its breakdown with the combination of WY VOF advection scheme and QUICK-UW velocity interpolation: 

consistent method (left), non-consistent method (right). 

Fig. 21. Convergence of simulations. (a) Evolution of the terminal velocity with grid refinement. (b) Evolution of the three moments of inertia with grid refinement. 
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able 1 : a) the WY VOF scheme and the QUICK-UW velocity inter- 

olation schemes and b) the CIAM VOF with the Superbee slope 

imiters. The state of the two simulations with the first combina- 

ion of schemes is shown in Fig. 20 , just before breakdown at time

 b = 0 . 34 (or t b /t f = 0 . 17 ) for the consistent method, and at time

 b = 0 . 16 (or t b /t f = 0 . 08 ) for the non-consistent method. We have

lso tested a number of other combinations, for example WY & 

uperbee that turns out to be very unstable. Furthermore, we have 

erformed simulations with smaller 64 × 64 and 32 × 32 grids that 

ield similar results. Finally, we note that this case is also unstable 

n a single-phase configuration when using the QUICK third-order 

elocity interpolation. 

.5. Falling raindrop 

A flow configuration that combines the complexities of large 

ensity contrasts with the interaction between capillary, viscous 

nd inertial stresses is that of a water droplet falling in the air un- 

er the influence of gravity. From our experience it is this combi- 

ation that leads to the blowups observed in many air-water sim- 

lations when a non-consistent method is used. We chose a falling 

ater droplet in air of diameter D = 3 mm, essentially a raindrop 

ear the largest diameters ( Fig. 22 ) for which sphericity is ap- 

roximately maintained. This choice is motivated by the paradig- 
16 
atic value of a near-spherical raindrop simulation, and by the fact 

hat the corresponding Weber number (given below) is the same 

s in similar air-water suddenly-accelerated-droplet (or “secondary 

tomisation”) simulations of [11,12] . We first define the problem 

n general terms and describe several variants of the simulation 

etup, then discuss the physics of droplet fall and the numerical 

esults. 

.5.1. Problem setup 

The droplet is placed at the center of a cubic domain of side L, 

ith L/D = 4 . The liquid properties ρl and μl correspond to water, 

nd the gas properties ρg and μg correspond to air. We apply a 

niform inflow velocity condition u 1 = U 0 (t) on the bottom face 

nd an outflow velocity condition on the top face, corresponding 

o zero normal gradient. The droplet is subject to a gravity field 

. Boundary conditions on the side walls are free-slip (no shear 

tress). 

The subscripts l and g represent water and air phases respec- 

ively. The parameters in the problem setup are given in Table 2 , 

nd a schematic representation is given in Fig. 23 . For D = 3 mm

xperiments [33] indicate a terminal velocity close to U t = 8 . 06 m/s

hich corresponds to a Weber number We = ρg U 

2 
t D/σ � 3 . 2 sim- 

lar to that tested by Xiao [11] . 
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Fig. 22. Flattening of the droplet with increasing equivalent diameter. From left to right D e = 3 , 4 . 6 , 6 . 4 and 8 mm . 

Table 2 

Parameter values used in the simulation of a falling water droplet in air. 

ρg ρl μg μl σ D g(
kg/m 

3 
) (

kg/m 

3 
)

( Pa s ) ( Pa s ) ( N/m ) (m ) (m/s 2 ) 

1.2 0 . 9982 × 10 3 1 . 98 × 10 −5 8 . 9 × 10 −4 0.0728 3 × 10 −3 9.81 

Fig. 23. The numerical setup for the falling raindrop. A droplet of diameter D is 

placed at the center of a cubic domain of side L, with L/D = 4 . The liquid proper- 

ties ρl and μl correspond to water, and the gas properties ρg and μg correspond 

to air. We apply a uniform inflow velocity condition u 1 = U 0 (t) on one face and 

an outflow velocity condition on the opposite face, corresponding to zero normal 

gradient. Boundary conditions on the side walls are free-slip (no shear stress). 
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We perform two main types of simulations 

• Simulations in which the inflow velocity U 0 (t) is adjusted at 

each time step by a controller that aims at keeping the droplet 

at the center of the box. 
• Simulations in which the inflow velocity has a constant value 

U 0 . 

The first type of simulations allows to keep the droplet near the 

enter of the box for a long time without particular difficulties, but 

he controller adds some unwelcome jitters to the inflow veloc- 

ty and as a result the frame of reference is not Galilean anymore, 

hile the missing acceleration terms had not been added to the 

avier–Stokes equations. Thus the simulations have only heuristic 

alue. The second type has the droplet leaving the domain after a 

ertain time, but is convenient for relatively short-time investiga- 

ions. A third possible type of simulation, arguably the most nat- 

ral one consists in using a much larger domain filled with air at 

est, with zero inflow velocity and to let the droplet fall from the 

op of the domain. Note that Dodd and Ferrante [34] used such a 

etup. It is much more expensive and in fact smaller droplet diam- 

ters were investigated in [34] . 

In order to better grasp the physics of droplet fall, some un- 

erstanding may be obtained from the fall of a solid object. In- 
17 
eed, because of the large inertia of the liquid compared to the 

as, during the first instants the droplet internal flow is compara- 

ively negligible. Experiments and numerical simulations on falling 

olid spheres show that the drag coefficient is larger than the drag 

oefficient on a sphere held fixed, for example in a wind tunnel. At 

e � 10 3 on finds C D � 0 . 6 to 0.7 for a falling sphere compared to

 D � 0 . 45 for a fixed sphere (see for example [35] and references

herein). (The difference between fixed and falling solids is prob- 

bly due to the fluctuating center-of-mass velocity of the falling 

olids.) Drag coefficients C D ∼ 0.6–0.7 would result in a fall veloc- 

ty of 6.8 to 7.3 m/s. The resulting difference between the falling 

elocity of water droplets and that of falling spheres may be ex- 

lained as follows. The internal vortical motion probably results in 

 diminished friction between the droplet surface and the air flow 

nd a resulting smaller drag coefficient, yielding the larger fall ve- 

ocity. We detail the time scales related to the acceleration of the 

roplet and the internal motion below, and we perform numerical 

xperiments in the two above setups. For the second setup we use 

wo different inflow velocities. 

.5.2. Results with controlled inflow velocity 

We use the controller setup with an initial inflow velocity 

 0 (0) = 8 m/s. Three grids are used, with D/h = 15 , 30 and 60. Nu-

erical simulations of this test case at all resolutions carried out 

ithout the consistent scheme described in this paper result in the 

atastrophic deformations of the droplet that will be further inves- 

igated below. Using the consistent scheme, we avoid the instabil- 

ty and may observe the droplet for a long time with enough CPU 

esources (up to 200 ms for the D/h = 32 case) and may study the

onvergence of the terminal velocity and that of the shape. For the 

atter, we use as a descriptor of the shape the three moments of 

nertia I mm 

defined by 

 mm 

= 

∫ 
D 

Hx 2 m 

d x , 1 ≤ m ≤ 3 , (64) 

here D is the domain used for the computation and x m 

is rela- 

ive to the center of mass. The convergence of the moments of in- 

rtia and terminal velocity is shown on Fig. 21 . The velocity seems 

o converge to a value around 7 m/s, which is consistent with the 

olid-sphere fall velocity. 

.5.3. Fixed 8m/s inflow velocity 

We now use the fixed velocity setup with U 0 (t) = 8 m/s and

erform simulations for very short times (of the order of 1 ms). 

umerical simulations of this test case at moderate resolution 

from D/h = 16 to D/h = 64 ) carried out without the consistent 

cheme described in this paper result in catastrophic deformations 

f the droplet illustrated in Fig. 24 , a kind of ‘fictitious’ or ‘artifi-

ial’ atomization. These simulations display marked peaks or spikes 

n kinetic energy as a function of time, associated with massively- 

eformed interface shapes (see Fig. 28 ). Additionally, our studies 

uggest that certain combinations of the VOF advection method 
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Fig. 24. Catastrophic deformation of a falling raindrop while using a version of our method that does not ensure consistency between mass and momentum transport 

( D/h = 30 ). 

Fig. 25. The origin of the pressure peak in the front of the droplet. (a) Pressure profiles on the axis a few timesteps after initialization with the non-consistent method (red 

curve) and the consistent one (green curve). Much larger pressure gradients are present across the interface with the first method. (b) Pressure distribution immediately after 

the start of the simulation with the non-consistent method. The pressure peak has not yet resulted in the formation of a dimple. The initial droplet resolution is D/h = 16 . 

The simulations are carried out with the CIAM advection method and the Superbee slope limiter. (For interpretation of the references to colour in this figure legend, the 

reader is referred to the web version of this article.) 
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nd the velocity interpolation scheme are numerically more ro- 

ust than others, in particular the most stable combinations are 

he CIAM advection with the Superbee slope limiter, and the WY 

dvection with the QUICK-UW interpolation. This is in agreement 

ith the results reported in Table 1 . 

We propose the following explanation in order to account for 

uch numerical artifacts. To start with, we neglect gravity and vis- 

ous effects at this relatively large Reynolds number. Also, we are 

nterested in steady-state flow. On the axis and near the hyperbolic 

tagnation point at the front of the droplet the tangential velocity 

s u 2 = 0 and the axial momentum balance is 

 1 ∂ 1 u 1 = − 1 

ρ
∂ 1 p. (65) 

ue to the large viscosity and density contrasts, it is not possible 

or the air flow to immediately entrain the water, so the fluid ve- 

ocity is significantly smaller inside the droplet. In the air the ac- 

eleration near the stagnation point is of the order U 

2 /D, whereas 

he pressure gradient is 

 1 p ∼ ρg U 

2 /D. (66) 

he pressure gradient in the water is much smaller, however, in 

he case of a mixed cell the water density multiplies the air accel- 

ration U 

2 /D, so that 

 1 p ∼ ρl U 

2 /D, (67) 

hen a large pressure gradient results in the mixed cells. This large 

ressure gradient results in a large pressure inside the droplet near 

he front stagnation point, as shown in Fig. 25 . This large pressure 

s balanced by surface tension only for a sufficiently large curvature 

ear the droplet front. This explains the presence of a “dimple” of- 

en observed in low resolution simulations of the falling drop. This 
18 
rtifact has been observed by Xiao [11] in a similar case involving 

he sudden interaction of a droplet at rest with a uniform gas flow. 

he resulting large nonphysical pressure gradients across the inter- 

ace eventually lead to its rapid destabilization and concomitant 

reakup. 

Visualization of the flow around the droplet in Fig. 27 illus- 

rates the challenging nature of the flow configuration, even for 

uch a seemingly simple physical problem. As one can observe, the 

oundary layers are extremely thin. We observe that applying the 

umerical method described in this paper brings a considerable 

nd systematic improvement over a spectrum of different velocity 

nterpolation schemes and CFL numbers, as evidenced by compar- 

ng Figs. 25 and 26 . 

.5.4. Convergence study at 5m/s inflow velocity 

In this section we use the fixed inflow velocity setup but 

ith smaller initial velocity. We systematically vary the resolu- 

ion from D/h = 8 , 16 , 32 and 64. Despite using the consistent

ethod, simulations at D/h = 8 are sometimes unstable, so we 

se a workaround and use a lower fixed inflow velocity of U 0 = 5

/s, which differs from the expected long term terminal velocity 

 t � 8 m/s used in the previous section and also from the solid 

phere terminal velocity. It however offers a milder initial condi- 

ion and allows to observe the first phase of the (physical) accel- 

ration towards the final statistical steady state. We perform sim- 

lations for t S = 5 ms (for reasons of CPU cost and because we do

ot want the droplet to get too close to the domain boundaries) 

nd examine the convergence properties of the numerical system 

n this time frame. 

In order to better understand the setup, it is useful to quickly 

eview the relevant time scales. 
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Fig. 26. (a) Comparison of the temporal evolution of droplet kinetic energy. The non-consistent method displays spikes in the kinetic energy that are 3 orders of magnitude 

larger than with the consistent method, leading to rapid destabilization. (b) Pressure distribution immediately after the start of the simulation with the consistent method. 

The initial droplet resolution is D/h = 16 . The simulations are carried out with the CIAM advection method and the Superbee slope limiter. 

Fig. 27. Flow field around the 3 mm droplet immediately after the start of the simulation with the consistent method, demonstrating the contours of the magnitude of the 

vorticity field (black lines). The 2D cross-section in these two figures corresponds to the mid-plane slice along the z axis, with the inflow along the positive x axis and gravity 

opposite to it. (a) Velocity magnitude. The boundary layer is resolved by only 2–3 cells. (b) The velocity component in the y direction, perpendicular to the flow. As the flow 

develops further, a marked separation of the boundary layers is observed with a more complex vortical region in the wake. The initial droplet resolution is D/h = 16 . The 

simulations are carried out with the CIAM advection method and the Superbee slope limiter. 

Fig. 28. A comparison of the temporal evolution between the non-consistent method (top row) and the consistent one (bottom row). The flow is along the positive x 

direction, with gravity opposite to it. The red contour indicates the isosurface of the volume fraction field corresponding to C = 0 . 5 , whereas the black contours surrounding 

the drop represent isosurfaces of the magnitude of vorticity. The raindrop with the non-consistent method displays massive deformations leading to artificial breakup as a 

result of rapidly growing numerical instabilities. The initial droplet resolution is D/h = 16 . The simulations are carried out with the CIAM advection method and the Superbee 

slope limiter. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

19 
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Fig. 29. Temporal evolution of a few physical quantities to evaluate the performance of our present method for different droplet resolutions D/h : (a) kinetic energy of the 

droplet; (b) moment of inertia I xx of the droplet along the flow direction ( x axis); (c) and (d) moments of inertia I yy and I zz . 

Fig. 30. Droplet velocity as a function of time, for different droplet resolutions D/h . The droplet velocity corresponds to that of the center of mass. Inset: convergence of 

the droplet acceleration as a function of its resolution, computed with the best linear fit over the temporal variation of the velocity. The error bar signifies the asymptotic 

standard error (least-squares) corresponding to the linear fit. 

20 
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Fig. 31. Relative change in the droplet mass as a function of time in the first three plots. The simulations are carried out for a total time of 0.1 milliseconds, while the 

droplet resolution is D/h = 16 in the first two plots. The symbol “WY” in the legend refers to the combination of WY advection with the QUICK-UW velocity interpolation, 

and “CIAM” to the CIAM advection with the Superbee slope limiter. Mass conservation properties of the two schemes: (a) as a function of the Poisson solver tolerance; (b) 

as a function of the clipping parameter εc ; (c) as a function of the droplet resolution D/h . (d) Error estimate on the droplet acceleration, in the frame of reference of the 

static box. The corresponding droplet accelerations are plotted in the inset of Fig. 30 . 
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• The time scale t a = D/U 0 of the air flow around the droplet, 

around 0.6 milliseconds, much shorter than the simulation 

time. 
• The time t w 

= L/ [2(U t − U 0 )] = 3 ms that the droplet would

take to travel by half the domain the domain once it had 

reached the terminal velocity. This time is not relevant here 

since one needs to wait first for the next two times before ter- 

minal velocity is reached. 
• The time scale t c � 15 . 1 ms [36] of capillary oscillations of the

droplet shape. 
• The time scale t i of relaxation to terminal velocity. Using the 

dynamics (68) below, this time is ρl /ρg D/U t = 215 ms much 

longer than the simulation time. 
• The time scale t μ needed to entrain the internal vortical motion 

of the liquid under the action of the gas. An estimate this time 

is D 

2 /νl = Re D/U t = 400 ms. 

The time of relaxation may be estimated using a simple square- 

elocity drag law for the droplet. We model the droplet motion as 
21 
 one-dimensional dynamics under the effect of gravity and drag 

s 

l 

πD 

3 

6 

d U 

d t 
= ρl 

πD 

3 

6 

g − C D ρg 
πD 

2 

8 

U 

2 , (68) 

ence 

d U 

d t 
= −3 

4 

r 

D 

(U 

2 − U 

2 
t ) = −U − U t 

t i 
, (69) 

here for U � U t 

 i = 

2 

3 

D 

rU t 
, (70) 

hich gives 205 ms. 

It is interesting that the simulation time is inserted in the set 

f relevant time scales as t a � t S � t c � t i < t μ. This means we can

ee the effect of t c in the data (especially the variation in time of 

he moments I mm 

) but not the effect of the other time scales. 

We use the WY advection scheme in combination with the 

UICK-UW interpolation. The quantities of interest while examin- 
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Fig. 32. Atomizing layer with air/water properties. 
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Table 3 

Physical parameters (defined in the text) for the atomizing 

layer setup. The fluid properties are the same as in Table 2 . 

U l U g H l h l y δg / l y 
(m/s ) (m/s ) (m ) (m ) (m ) (−) 

1 25 4 10 −3 2 . 5 10 −4 2 . 5 10 −4 2 
ng the robustness of the method are the temporal evolution of 

 Fig. 29 a) and the moments of inertia (defined in Eq. 64 ) of the

roplet along the three coordinate directions ( Fig. 29 b,c,d). These 

re used as a descriptor of the ’average’ droplet shape. The droplet 

inetic energy is defined relative to the droplet center-of-mass, 

hat is 

 k = 〈 ρl C(x, t) || u (x, t) − u CM 

(t) || 2 〉 (71)

here 〈 . 〉 is the spatial averaging operator of the entire domaine 

nd u CM 

(t) is the droplet center of mass. The kinetic energy of the 

roplet evolves in a relatively smooth manner, without the pres- 

nce of sudden spikes and falls which are emblematic of the non- 

onsistent version of our method (refer to Fig. 26 ). Such abrupt 

hanges in kinetic energy of the droplet typically occur when the 

roplet undergoes ‘artificial’ atomization or breakup. We observe a 

trong decrease in the droplet kinetic energy as we increase res- 

lution, an indication that low resolutions add considerable spuri- 

us jitter in the interfacial shape. Even at D/h = 64 the simulation 

s not converged in that respect. Finally, the moments of inertia of 

he droplet appear to evolve in a smooth manner for all droplet 

esolutions. 

In Fig. 30 , we show the velocity of the center of mass of the

roplet (in the frame of reference of the box enclosing the droplet) 

s a function of time, and its behavior as we increase the droplet 

esolution. As one can observe it undergoes a near constant accel- 

ration. The observed acceleration is d U 
d t 

� 5 . 8 ± 0 . 1 m/s the error

stimate being obtained from the difference between the 2 5 and 

he 2 6 values of the droplet resolution D/h . This is consistent with 

quation (69) if one sets U = U 0 and U t = 6 . 6 m/s not far from the

erminal velocity of a solid sphere and of Section 4.5.2 . One may 

lso notice that on Fig. 30 the initial center-of-mass velocity is not 

ero in the simulation frame of reference but a small upward ve- 

ocity of 10 −2 m/s. This is due to the small velocity shift during the 

rst time step projection already discussed in Section 4.3 of order 

U 0 � 6 10 −3 m/s. 

The temporal variation in the droplet velocity is fit to a straight 

ine in order to evaluate the droplet acceleration for each droplet 

esolution. The estimated acceleration is shown in the inset of 

ig. 30 . The decrease of the error, obtained as above from the dif-

erence between successive resolutions is plotted on Fig. 31 (d). No 

lear convergence order emerges, although the second-order con- 

ergence line is plotted to guide the eye. 
22 
In Fig. 31 we show the mass conservation properties of the 

wo most stable combinations, that is the WY advection with the 

UICK-UW velocity interpolation (WY) and the CIAM advection 

ith the Superbee slope limiter (CIAM) for the falling raindrop. We 

ave pointed out after (27) that the mass conservation of the WY 

dvection is strongly dependent on how accurately the divergence- 

ree condition is enforced, which in turns is determined by the 

oisson’s solver tolerance. A clipping procedure, with no redistri- 

ution, affects as well mass conservation. The WY combination is 

hus rather sensitive to these two parameters but overall performs 

uch better than the CIAM combination which is inherently not 

ass-conserving (see (25) ) and not very sensitive to the Poisson’s 

olver tolerance and the parameter εc . Mass conservation is also 

lotted with various resolutions D/h in Fig. 31 (c). It is seen that go- 

ng from D/h = 32 to D/h = 64 the mass variation becomes larger 

or both methods, and grows over time at high resolution for WY, 

ointing to an accumulation of many machine precision errors. 

.6. Atomizing air and water planar jets 

We also test the capability of the mass-momentum-consistent 

cheme to simulate an atomizing air-water shear flow. For that 

urpose we repeat the setup of ref. [37] . Two jets of air and water

re entering the computational domain from the left of Fig. 32 at 

elocities comparable to those of experiments. However in order to 

ave computer time the computational domain is smaller than the 

xperimental one. Physical properties of air and water are identical 

o those of the falling raindrop case given in Table 2 . The flow and

omain characteristics are given in Table 3 including a gas bound- 

ry layer and separator-plate identical to those of ref. [37] . The no- 

ations are as in ref. [37] : H p is the thickness of the jet of phase p,

here is a separator plate of thickness l y and a gas boundary layer 

f thickness δg . The two streams have equal thickness H l = H g . The

imensionless parameters are given in Table 4 . The CIAM advec- 

ion method has been used. The number of grid points in the layer 
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Table 4 

Dimensionless parameters for the atomizing layer setup. 

M r m Re g,δ We g,δ Re g 
ρg U 

2 
g / 

(
ρl U 

2 
l 

)
ρl /ρg μl /μg ρg U g H g /μg ρl U l H l /μl ρg U 

2 
g H g /σ

0.75 831.8 45 757.6 5.151 6061 
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 l /h = 16 is relatively small, when compared to H l /h = 32 in the

oarsest simulation of ref. [37] . It is thus all the more remarkable 

hat the simulation is stable since using a smaller number of grid 

oints usually increases the trend towards instability. It is inter- 

sting to note that the VOF calculations accounts for 31.5% of the 

otal time, while the inversion of the Poisson operator for the pres- 

ure accounted for 51.5%. The whole simulation runs overnight on 

 present-day workstation. 

. Conclusion 

We have presented and tested a new simulation method for 

ultiphase flow that involves momentum advection that is consis- 

ent with VOF advection. The method includes an implementation 

f the WY VOF advection method. 

A simple and fast test of the method’s stability and accuracy 

s offered by the analysis of the Kelvin-Helmholtz instability. The 

ethod is converging when velocity profiles are continuous. How- 

ver in the case of vortex sheets spurious growth is often observed. 

rogress on this front would probably provide benefits on other as- 

ects of the method’s performance. 

The increased stability of the new method, on the other hand is 

videnced in several classical tests cases and especially for a 3 mm 

roplet of water falling in air, a typical raindrop. It is a reflection 

n the challenging nature of multiphase flow that such complex 

ethods apparently need to be implemented to resolve such an 

veryday and simple phenomenon. 

The method comes with a significant saving of computer time, 

ince for similar problems with raindrops, our attempts with a 

on-momentum-consistent VOF approach led to catastrophic de- 

ormation of the drop or strong dimple formation. These problems 

ave also been observed by us using other non-VOF-consistent and 

on-momentum-consistent methods such as the one of [24] . In 

hat case whenever less than 200 grid points per diameter are 

sed numerically stable air-water drops accelerated at moderate 

eber number cannot be found. However for higher resolutions 

hey can be computed without difficulty as also found by the au- 

hors of ref [38] . Here, approximate solutions for the raindrop ac- 

urate within 15% are found with only 15 points per diameter. At 

ower resolution, down to 2 points per diameter the simulations 

re often stable, but the new method is unable to stabilize them 

n all conditions. 

A particular advantage of the method is that it is conserving 

ass at the accuracy at which discrete incompressibility is en- 

orced and opens a perspective for similar momentum conserva- 

ion using WY advection. The method nevertheless is more com- 

lex and costly than a collocated method. This opens the perspec- 

ive for systematic development of other methods with different 

rid arrangements. Another perspective is the potential of stable 

ethods with large density contrasts, exact mass and momentum 

onservation and small droplets, that could be smoothly merged 

nto models that represent the small droplets as Lagrangian Point 

articles [39] . 
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ppendix A. Interpolations for the advected velocity 

omponent φ = ū q 

We want interpolate the value of φ on the face between the 

wo centered values φ−1 / 2 and φ1 / 2 of Fig. 4 , where we have al- 

eady interpolated with a centered scheme the advecting velocity 

 f perpendicular to the face. We consider the interpolating func- 

ion (59) 

0 = f 
(
φ−3 / 2 , φ−1 / 2 , φ1 / 2 , φ3 / 2 , sign (u f ) 

)
. 

n the first scheme we use QUICK, a third order interpolant, away 

rom the interface and a first-order upwind scheme near the in- 

erface. For positive advecting velocity, u f > 0 , and in the bulk we 

ave 

0 = 

3 

4 

φ−1 / 2 + 

3 

8 

φ1 / 2 − 1 

8 

φ−3 / 2 , (A.1) 

hile near the interface the upwind value is φ0 = φ−1 / 2 . For nega- 

ive advecting velocity, u f < 0 , and in the bulk we have 

0 = 

3 

4 

φ1 / 2 + 

3 

8 

φ−1 / 2 − 1 

8 

φ3 / 2 , (A.2) 

hile near the interface φ0 = φ1 / 2 . 

In the second scheme we use a Superbee slope limiter away 

rom the interface. For a positive advecting velocity u f , we con- 

ider the general family of interpolants 

f (φ−3 / 2 , φ−1 / 2 , φ1 / 2 , φ3 / 2 , sign (u f )) = φ−1 / 2 + Sh/ 2 , (A.3) 



T. Arrufat, M. Crialesi-Esposito, D. Fuster et al. Computers and Fluids 215 (2021) 104785 

w

g

c

w

α

a

α

t

β

t

β

F

S

A

i

i

f

φ

W  

�

v

a

T

i

s

φ

w

a

f

u

S

r

A

a  

h  

a

b  

w

ρ
F

b

[

B

E

n

∂

W

w

W

u

t  

a  

a⎛
⎜⎜⎝

w

t

w

w

a

e

s

e

p

t  

ρ
m

l

t

r

a

B

p

f

ω

B

o

t

t  

z

z

0  

2

here the slope S is given by a slope-limiter function g, S = 

(φ−3 / 2 , φ−1 / 2 , φ1 / 2 ) . For a negative advecting velocity u f < 0 we 

onsider 

f (φ−3 / 2 , φ−1 / 2 , φ1 / 2 , φ3 / 2 , sign (u f )) = φ1 / 2 − Sh/ 2 , (A.4) 

here S = g(φ−1 / 2 , φ1 / 2 , φ3 / 2 ) . For u f > 0 , the two slopes 

+ = 

(
φ1 / 2 , j − φ−1 / 2 , j 

)
/h , α− = 2 

(
φ−1 / 2 , j − φ−3 / 2 , j 

)
/h , (A.5) 

re first estimated, to compute 

= min 

(
α+ , α−)

, (A.6) 

hen the other two slopes 

+ = 2 

(
φ1 / 2 , j − φ−1 / 2 , j 

)
/h , β− = 

(
φ−1 / 2 , j − φ−3 / 2 , j 

)
/h , 

(A.7) 

o compute 

= min 

(
β+ , β−)

, (A.8) 

inally the slope S is given by the expression 

 = max 
(
0 , α, β) . (A.9) 

 similar development can be done for u f < 0 . 

A slightly different estimate of the Superbee advected velocity 

s used near the interface. First we extend the definition of the 

nterpolants as we shall predict ū q at a point ˆ x slightly upwind 

rom x f using a new function 

ˆ f so that 

0 = 

ˆ f 
(

ˆ x , φ−3 / 2 , φ−1 / 2 , φ1 / 2 , φ3 / 2 , sign (u f ) 
)
. (A.10) 

e take ˆ x = x f − u f τ/ 2 to be the midpoint of the fluxed region

D of Fig. 4 (b). The extended interpolant is defined for positive 

elocity u f as 

ˆ f 
(

ˆ x , φ−3 / 2 , φ−1 / 2 , φ1 / 2 , φ3 / 2 , sign (u f ) 
)

= φ−1 / 2 + S| ̂  x − x −1 / 2 | 
(A.11) 

nd for negative velocity u f as 

ˆ f 
(

ˆ x , φ−3 / 2 , φ−1 / 2 , φ1 / 2 , φ3 / 2 , sign (u f ) 
)

= φ1 / 2 − S| ̂  x − x 1 / 2 | (A.12) 

he rationale behind this choice is as follows. For a time- 

ndependent advecting velocity field u (x ) , the integrals in expres- 

ion (44) can be simplified 

0 = ū q = 

∫ 
�D 

u f u q d x ∫ 
�D 

u f d x 

. (A.13) 

here �D is the “donating region” of Fig. 4 (b). We approximate the 

dvecting velocity u f by its midpoint value and the integral can be 

urther simplified as 

¯
 q = 

1 

| �D | 
∫ 
�D 

u q d x (A.14) 

ince the “midpoint” at ˆ x is the center of mass of the donating 

egion �D the interpolation expression (A.10) follows. 

ppendix B. Kelvin Helmholtz instability: numerical setup 

We consider the 2D base flow shown on Fig. 8 . Coordinates 

re noted (x, z) and vectors (u, w ) . The height of the interface is

 (x, t) . The flow has density ρ1 for z < h (x, t) and ρ2 for z > h (x, t)

nd is incompressible. The base flow is a parallel shear flow. The 

ase flow is uniform with u = −U for z < 0 and u = U for z > 2 a,

ith a linear (Couette flow) boundary layer in between. When 

1 � = ρ2 the heavier fluid is the “liquid” and the lighter the “gas”. 

or ρ1 > ρ2 the boundary layer is in the gas while otherwise the 

ounary layer is in the liquid. Similar flows have been studied in 

40,41] . 
24 
1. Dispersion relation 

The Euler and incompressibility equations are as in 

qs. (4) with only L = L conv , surface tension and viscosity are 

ot included. The interface height h moves according to 

 t h + u∂ x h = w (B.1) 

e also use a stream function ψ

 = −∂ x ψ, u = ∂ z ψ (B.2) 

e consider a small perturbation of the base velocity in the form 

 = u 0 + εu 1 + O(ε2 ) (B.3) 

he pressure expands as p = p 0 + εp 1 (x, z, t) + O(ε2 ) , the height

s h = εh 1 (x, z, t) + O(ε2 ) , and similarly the stream function. We

ssume the following form for the perturbation 

 

 

 

 

u 1 

w 1 

p 1 
ψ 1 

h 1 

⎞ 

⎟ ⎟ ⎠ 

= 

⎛ 

⎜ ⎜ ⎝ 

U 1 (z) 
W 1 (z) 
P 1 (z) 
�1 (z) 

A h 

⎞ 

⎟ ⎟ ⎠ 

e −i kx −i ωt (B.4) 

here k is an arbitrary wavenumber and ω a frequency to be de- 

ermined. Although the expressions on the rhs in (B.4) are complex 

e understand the real part. 

It is convenient to define as Chandrasekhar [42] the reduced 

avenumber κ = 2 ka and the reduced frequency � = ωa/U, which 

re related by 

 

−2 κ = (1 − 2� − κ) 
2 + (r + 1)(2� − κ) 

2 + ( r − 1 )(2� − κ) 
, (B.5) 

ee for example [41] , equation (135). The system is unstable when- 

ver Eq. (B.5) has two complex conjugate non-real roots. Then the 

ositive imaginary part �i is the growth rate, plotted on Fig. 9 in 

he cases r = 1 , 10 and 100 where r = max (ρ1 /ρ2 , ρ2 /ρ1 ) . The case

1 /ρ2 = 100 corresponds to the boundary layer in the gas and is 

uch less unstable than the case with the boundary layer in the 

iquid. As the ratio ρ1 /ρ2 = 100 is increased the growth rate for 

he boundary layer in the gas decreases steadily while the growh 

ate for the boundary layer in the liquid converges to the one for 

 free surface, with the gas replaced by a void. 

2. Special case 

When a = 0 the above is singular and a special computation, 

erformed in Section B.5 below, is needed. One has κ = 0 and the 

requencies are 

 = 

(
r − 1 

r + 1 

+ 

2 

√ 

r 

r + 1 

i 

)
kU (B.6) 

3. Construction of the unstable mode 

We want to write the solution using the stream function ψ in 

rder to have a divergence free initial condition in the computa- 

ions. We introduce four arbitrary constants noted A 

0 
and B 

0 
in 

he region 0 < z < 2 a, A 1 in the region z < 0 and B 2 in the region

 > 2 a, so that ψ is given by 

 < 0 ψ(x, z, t) = A 1 e 
kz e −i kx −i ωt (B.7) 

 < z < 2 aψ(x, z, t) = (A 0 e 
kz + B 0 e 

−kz ) e −i kx −i ωt (B.8)

 a < zψ(x, z, t) = B 2 e 
−kz e −i kx −i ωt (B.9) 
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e also introduce four additional constants noted A 

′ 
0 

and B ′ 
0 

in the 

egion 0 < z < 2 a, A 

′ 
1 

in the region z < 0 and B ′ 
2 

in the region z >

 a . 

 < 0 W 1 (z) = A 

′ 
1 e 

kz (B.10) 

 < z < 2 aW 1 (z) = A 

′ 
0 e 

kz + B 

′ 
0 e 

−kz (B.11)

 a < zW 1 (z) = B 

′ 
2 e 

−kz (B.12) 

fter substitution in the Euler equations one obtains the pressure 

erturbation in the three regions; for z < 0 , 

 1 (z) = 

i ρ1 

k 
(ω − kU)(A 

′ 
0 + B 

′ 
0 ) e 

kz , (B.13) 

or 0 < z < 2 a , 

 1 (z) = 

i ρ2 

k 

[ 
(ω + kU 

z 

a 
− kU)(A ′ 0 e kz − B ′ 0 e −kz ) − (A ′ 0 e kz + B ′ 0 e −kz ) 

U 

a 

] 
(B.14) 

and for z > 2 a, 

 1 (z) = − i ρ2 

k 
(ω + kU)(B 

′ 
0 + A 

′ 
0 e 

4 ka ) e −kz . (B.15) 

rom (B.1) 

 t h = −U 0 (0) ∂ x h + w (B.16) 

nd from (B.2) and (B.8) we get 

i ωA h = −i kUA h + i k (A 0 + B 0 ) 

ence 

−i ω + i kU) A h = i k (A 0 + B 0 ) 

nd 

 h = − k 

ω − kU 

(A 0 + B 0 ) 

imilar relations are obtained from the requirements of continuity 

f pressure and normal velocity at z = 0 and z = 2 a . We can then

etermine all the amplitudes of the constructed solution after an 

mplitude for the interface has been chosen. Typically the modulus 

 A h | and the argument φ are selected so that 

 h = | A h | e i φ
hen for κ > 0 we have 

 0 = −( 
ω 

k 
− U) A h (e −2 κ + 2� + κ − 1) −1 (B.17) 

 0 = C 0 e 
−2 κ (B.18) 

 0 = C 0 (2� + κ − 1) (B.19) 

 1 = A 0 + B 0 (B.20) 

 2 = A 0 e 
2 κ + B 0 (B.21) 

hese expressions for the amplitudes together with ( B.7 –B.9 ) are 

sed to initialize the stream function. The intermediate constant 

 is used to simplify the expressions. 
0 

25 
4. Special cases: mode structure for ka → 0 

4.1. Mode structure for a > 0 going to the limit a → 0 . 

For small or vanishing a and κ however the expression (B.17) is 

ingular. Indeed in the limit κ → 0 we also have � → 0 and 

 

−2 κ + 2� + κ − 1 = −2 κ + 2 κ2 + κ + O(κ3 ) = −κ + O(κ2 ) 

nd then A 0 and B 0 become spurious as the region (0 , 2 a ) vanishes.

rom (B.17) 

 0 � −ω 

k 

1 

κ
A h 

nd from (B.19) and (B.21) 

 2 = C 0 (2� + κ) � κC 0 

hus for a = 0 

 2 = −ω 

k 
A h 

 1 = 

ω 

k 
A h 

he latter being obtained directly from (B.20) . Since B 2 � = A 1 there

s a O(ε) discontinuity of ψ which results in a jump of v (x, z, t)

ccross the interface at z = 0 and a related thin jet u 1 (x, z, t) �
f (x, t) δ(z) . This is a consequence of placing the interface in the 

bove calculations at z = 0 instead of z = εh 1 (x, t) and it conflicts

ith the solution obtained classically and also below with the thin 

ortex sheet setup (that is, the setup in which a = 0 is postulated 

t the beginning). 

5. Mode structure in the a = 0 case 

We now obtain the mode structure for the classic thin vortex 

heet setup where one assumes a = 0 from the start. In that case 

e keep only the terms in (B.7) and (B.9) . The velocity continuity 

ondition becomes 

 t = −uh x + w = −u 0 h x + w 1 + O(ε) (B.22) 

hich replaces (B.16) . Since h t must have the same expression 

bove and below the interface 

 w − h x u 0 ] = 0 (B.23) 

hus [ w ] = h x [ u 0 ] = 2 h x U and from (B.10) and (B.12) 

 < 0 W 1 = A 

′ 
1 e 

kz (B.24) 

 > 0 W 1 = B 

′ 
2 e 

−kz (B.25) 

nd from (B.22) 

 

′ 
1 = −i(ω − kU) A h (B.26) 

 

′ 
2 = −i(ω + kU) A h (B.27) 

he pressure equality at z = 0 leads to 

 < 0 P 1 = 

i ρ1 

k 2 
(ω − kU) A 

′ 
1 ke kz (B.28) 

 > 0 P 1 = 

i ρ2 

k 2 
(ω + kU) B 

′ 
2 (−ke −kz ) (B.29) 

ence introducing ν = ω/ (kU) and from (B.26) and (B.27) 

ν + 1) A 1 − (ν − 1) B 2 = 0 (B.30) 

(ν − 1) A 1 + (ν + 1) B 2 = 0 (B.31) 
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rom which one obtains 

= 

r − 1 

r + 1 

+ 

2 

√ 

r 

r + 1 

i (B.32) 

dentical to (B.6) . Also from (B.26) and (B.27) 

 1 = (U − ω/k ) A h (B.33) 

 2 = −(U + ω/k ) A h . (B.34) 

hese expressions should be used whenever a � A h while the full 

xpressions with the boundary layer would be valid for A h � a . In 

oth cases �x � min (A h , a ) ma be required. 
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