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INFINITE PRODUCTS RELATED TO GENERALIZED THUE-MORSE
SEQUENCES

YAO-QIANG LI

ABSTRACT. Given an integer q ≥ 2 and θ1, · · · , θq−1 ∈ {0, 1}, let (θn)n≥0 be the general-
ized Thue-Morse sequence, defined to be the unique fixed point of the morphism

0 7→ 0θ1 · · · θq−1
1 7→ 1θ1 · · · θq−1

beginning with θ0 := 0, where 0 := 1 and 1 := 0. For ad hoc rational functions R, we
evaluate infinite products of the forms

∞∏
n=1

(
R(n)

)(−1)θn
and

∞∏
n=1

(
R(n)

)θn
.

This generalizes relevant results given by Allouche, Riasat and Shallit in 2019 on infinite
products related to the famous Thue-Morse sequence (tn)n≥0 of the forms

∞∏
n=1

(
R(n)

)(−1)tn
and

∞∏
n=1

(
R(n)

)tn
.

1. INTRODUCTION

For any integer q ≥ 2 and θ1, · · · , θq−1 ∈ {0, 1}, define the (0, θ1, · · · , θq−1)-Thue-Morse
sequence (θn)n≥0 to be the unique fixed point of the morphism

0 7→ 0θ1 · · · θq−1

1 7→ 1θ1 · · · θq−1

beginning with θ0 := 0, where 0 := 1 and 1 := 0. Note that the classical Thue-Morse se-
quence (tn)n≥0 (see [4, 5]) is exactly the (0, 1)-Thue-Morse sequence in our terms. Recently
Allouche, Riasat and Shallit [2] studied infinite products of the general form

∏∞
n=1(R(n))(−1)tn

for rational functions R, and obtained a class of equalities involving variables in [2, The-
orem 2.2 and Corollary 2.3] together with many concrete equalities in [2, Corollary2.4].
Besides, they began to study infinite products of the form

∏∞
n=1(R(n))tn and obtained

three concrete equalities in [2, Theorem 4.2]. In this paper, we generalize these results by
studying infinite products of the forms

∞∏
n=1

(
R(n)

)(−1)θn

and
∞∏
n=1

(
R(n)

)θn
.

Let N, N0 and C be the sets of positive integers 1, 2, 3, · · · , non-negative integers 0, 1, 2, · · ·
and complex numbers respectively. Moreover, for simplification we define δn := (−1)θn ∈
{+1,−1} for all n ∈ N0 throughout this paper.

2010 Mathematics Subject Classification. Primary 11B83; Secondary 11B85, 68R15.
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First we have the following convergence theorem, which is a generalization of [2,
Lemma 2.1 and 4.1] (see also [13, Lemma 1]) and guarantees the convergence of all the
infinite products given in the results in this paper.

Theorem 1.1. Let q ≥ 2 be an integer, θ0 = 0, (θ1, · · · , θq−1) ∈ {0, 1}q−1 \ {0q−1}, (θn)n≥0 be
the (0, θ1, · · · , θq−1)-Thue-Morse sequence and R ∈ C(X) be a rational function such that the
values R(n) are defined and non-zero for all n ∈ N. Then:

(1) the infinite product
∏∞

n=1(R(n))δn converges if and only if the numerator and the denom-
inator of R have the same degree and the same leading coefficient;

(2) the infinite product
∏∞

n=1(R(n))θn converges if and only if the numerator and the denom-
inator of R have the same degree, the same leading coefficient and the same sum of roots
(in C).

Although Theorem 1.1 is a natural generalization of [2, Lemma 2.1 and 4.1], the proof
is more intricate and relies on Proposition 3.1 as we will see.

In the following Subsection 1.1 and 1.2, we introduce our results concerning products
of the forms

∏
(R(n))δn and

∏
(R(n))θn respectively. Then we give some preliminaries in

Section 2 and prove all the results in Section 3.

1.1. Products of the form
∏

(R(n))δn . In order to study the infinite product
∏∞

n=1(R(n))δn ,
by Theorem 1.1 (1), it suffices to study products of the form

f(a, b) :=
∞∏
n=1

(n+ a

n+ b

)δn
,

where a, b ∈ C \ {−1,−2,−3, · · · }. For the (0, 1)-Thue-Morse sequence (tn)n≥0, the spe-
cial form f(x

2
, x+1

2
) =

∏∞
n=1( 2n+x

2n+x+1
)(−1)tn is used to define new functions and is further

studied in [2, Theorem 2.2] and [13, Definition 1] (see also [10, Remark 6.5]). For infinite
products involving the first 2m terms of (tn)n≥0, see the equalities (23) and (24) in [10,
Section 6].

As the first main result in this paper, the following theorem generalizes [2, Theorem 2.2
and Corollary 2.3 (i)] (see also [13, Lemma 2] and the equalities (6) and (7) in [13, Section
4]).

Theorem 1.2. Let q ≥ 2 be an integer, θ0 = 0, (θ1, · · · , θq−1) ∈ {0, 1}q−1 \ {0q−1} and (θn)n≥0

be the (0, θ1, · · · , θq−1)-Thue-Morse sequence. Then for all a, b ∈ C\{−1,−2,−3, · · · }, we have

f(a, b) =
(a+ 1

b+ 1

)δ1
· · ·
(a+ q − 1

b+ q − 1

)δq−1

f(
a

q
,
b

q
)
(
f(
a+ 1

q
,
b+ 1

q
)
)δ1
· · ·
(
f(
a+ q − 1

q
,
b+ q − 1

q
)
)δq−1

,

which is equivalent to
∞∏
n=1

(n+ a

n+ b
· qn+ b

qn+ a

( qn+ b+ 1

qn+ a+ 1

)δ1 · · · ( qn+ b+ q − 1

qn+ a+ q − 1

)δq−1
)δn

=
(a+ 1

b+ 1

)δ1
· · ·
(a+ q − 1

b+ q − 1

)δq−1

.

This theorem implies many neat equalities.

Corollary 1.3. Let q ≥ 2 be an integer, θ0 = 0, (θ1, · · · , θq−1) ∈ {0, 1}q−1 \ {0q−1} and (θn)n≥0

be the (0, θ1, · · · , θq−1)-Thue-Morse sequence.
(1) For all a, b ∈ C \ {0,−1,−2, · · · }, we have

∞∏
n=0

(n+ a

n+ b
· qn+ b

qn+ a

( qn+ b+ 1

qn+ a+ 1

)δ1 · · · ( qn+ b+ q − 1

qn+ a+ q − 1

)δq−1
)δn

= 1.
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(2) For all a ∈ C \ {0,−1,−2, · · · }, we have
∞∏
n=0

( n+ a

n+ a+ 1
· qn+ a+ 1

qn+ a

(qn+ a+ 2

qn+ a+ 1

)δ1(qn+ a+ 3

qn+ a+ 2

)δ2 · · · ( qn+ a+ q

qn+ a+ q − 1

)δq−1
)δn

= 1

and
∞∏
n=0

(qn+ qa

qn+ a

( qn+ 1

qn+ a+ 1

)δ1( qn+ 2

qn+ a+ 2

)δ2 · · · ( qn+ q − 1

qn+ a+ q − 1

)δq−1
)δn

= q.

(3) We have
∞∏
n=0

(qn+ q

qn+ 1

(qn+ 1

qn+ 2

)δ1(qn+ 2

qn+ 3

)δ2 · · · (qn+ q − 1

qn+ q

)δq−1
)δn

= q.

Remark 1.4. It may seem that the conditions on the domains of a and b in Corollary 1.3
are more restrictive than Theorem 1.2. In fact they are equivalent, since Corollary 1.3 (1)
is the case that a 6= 0 and b 6= 0 in Theorem 1.2, the second equality in (2) of Corollary
1.3 is the case that a 6= 0 and b = 0 (the same as a = 0 and b 6= 0) in Theorem 1.2, and
obviously the case that a = b = 0 in Theorem 1.2 is trivial.

Let q ≥ 2 be an integer. For k = 1, 2, · · · , q − 1, define Nk,q(n) to be the number of
occurrences of the digit k in the base q expansion of the non-negative integer n, and let

sq(n) :=

q−1∑
k=1

kNk,q(n)

be the sum of digits. It is obtained in [6, Example 11 and Corollary 5] (see also [16, 17])
respectively that

∞∏
n=0

( qn+ k

qn+ k + 1

)(−1)
Nk,q(n)

=
1
√
q

(1.1)

for k = 1, 2, · · · , q − 1, and
∞∏
n=0

∏
0<k<q
k odd

( qn+ k

qn+ k + 1

)(−1)sq(n)

=
1
√
q
. (1.2)

For more infinite products related to (sq(n))n≥0, see for example [12, Proposition 6 and
7]. Equalities (1.1) and (1.2) are two ways to represent 1√

q
in the form of infinite products

and generalize the well known Woods-Robbins product [14, 21]
∞∏
n=0

(2n+ 1

2n+ 2

)(−1)tn

=
1√
2

(1.3)

where (tn)n≥0 is the (0, 1)-Thue-Morse sequence. We give one more such way in the first
equality in the following corollary.

Corollary 1.5. Let q ≥ 2 be an integer, k ∈ {1, 2, · · · , q − 1}, θ0 = θ1 = · · · = θk−1 = 0,
θk = θk+1 = · · · = θq−1 = 1 and (θn)n≥0 be the (0, θ1, · · · , θq−1)-Thue-Morse sequence. Then

∞∏
n=0

(qn+ k

qn+ q

)δn
=

1
√
q
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and

∞∏
n=0

( (n+ a)(qn+ a+ k)2

(n+ a+ 1)(qn+ a)(qn+ a+ q)

)δn
= 1

for all a ∈ C \ {0,−1,−2, · · · }.

For more generalizations of the Woods-Robbins product (1.3), we refer the reader to
[1, 3, 15].

Note that for any integer q ≥ 2, the (

q︷ ︸︸ ︷
0, · · · , 0)-Thue-Morse sequence is the trivial 0∞.

For q = 2, the only nontrivial case, related to the (0, 1)-Thue-Morse sequence, is already
studied in [13] and [2, Section 2]. In the following three examples, we study nontrivial
cases for q = 3 in detail, related to the (0, 0, 1), (0, 1, 1) and (0, 1, 0)-Thue-Morse sequences.

Example 1.6. Let (θn)n≥0 be the (0, 0, 1)-Thue-Morse sequence.
(1) For all a, b ∈ C \ {0,−1,−2, · · · }we have

∞∏
n=0

((n+ a)(3n+ b)(3n+ b+ 1)(3n+ a+ 2)

(n+ b)(3n+ a)(3n+ a+ 1)(3n+ b+ 2)

)δn
= 1.

(2) For all a ∈ C \ {0,−1,−2, · · · }we have

1©
∞∏
n=0

( (n+ a)(3n+ a+ 2)2

(n+ a+ 1)(3n+ a)(3n+ a+ 3)

)δn
= 1,

2©
∞∏
n=0

((3n+ 1)(3n+ 3a)(3n+ a+ 2)

(3n+ 2)(3n+ a)(3n+ a+ 1)

)δn
= 3,

3©
∞∏
n=0

((3n+ 1)(3n+ 3a)(3n+ a+ 2)

(3n+ 3)(3n+ a)(3n+ a+ 1)

)δn
=
√

3,

4©
∞∏
n=0

((6n+ 1)(3n+ 3a)(3n+ a+ 2)

(6n+ 5)(3n+ a)(3n+ a+ 1)

)δn
= 1.
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(3) The following concrete equalities hold.

1©
∞∏
n=0

(3n+ 2

3n+ 3

)δn
=

1√
3
, 2©

∞∏
n=0

((6n− 3)(6n+ 3)

(6n− 1)(6n+ 5)

)δn
= 1,

3©
∞∏
n=0

((3n+ 1)(6n+ 5)

(3n+ 2)(6n+ 1)

)δn
= 3, 4©

∞∏
n=0

((3n+ 1)(6n+ 5)

(3n+ 3)(6n+ 1)

)δn
=
√

3,

5©
∞∏
n=0

( (6n+ 7)2

(6n+ 3)(6n+ 15)

)δn
= 1, 6©

∞∏
n=0

((9n+ 3)(9n+ 8)

(9n+ 2)(9n+ 5)

)δn
= 3,

7©
∞∏
n=0

((18n+ 3)(18n+ 17)

(18n+ 5)(18n+ 11)

)δn
= 1, 8©

∞∏
n=0

((2n+ 3)(3n+ 1)(6n+ 7)

(2n+ 1)(3n+ 2)(6n+ 5)

)δn
= 3,

9©
∞∏
n=0

( (n+ 1)(3n+ 3)2

(n+ 2)(3n+ 1)(3n+ 4)

)δn
= 1, 10©

∞∏
n=0

((n+ 1)(3n+ 2)(3n+ 3)

(n+ 2)(3n+ 1)(3n+ 4)

)δn
=

1√
3
,

11©
∞∏
n=0

( (n+ 1)(3n+ 2)2

(n+ 2)(3n+ 1)(3n+ 4)

)δn
=

1

3
, 12©

∞∏
n=0

( (3n+ 2)3

(3n+ 1)(3n+ 4)(3n+ 6)

)δn
=

1

3
√

3
,

13©
∞∏
n=0

( (n+ 2)(3n+ 4)2

(n+ 3)(3n+ 2)(3n+ 5)

)δn
= 1, 14©

∞∏
n=0

( (n+ 2)(3n+ 4)2

(n+ 3)(3n+ 3)(3n+ 5)

)δn
=

1√
3
,

15©
∞∏
n=0

( (n+ 2)(9n+ 4)(9n+ 7)

(n+ 1)(9n+ 6)(9n+ 10)

)δn
= 1, 16©

∞∏
n=0

((3n+ 1)(6n+ 3)(6n− 3)

(3n+ 2)(6n+ 1)(6n− 1)

)δn
= 3.

Example 1.7. Let (θn)n≥0 be the (0, 1, 1)-Thue-Morse sequence.
(1) For all a, b ∈ C \ {0,−1,−2, · · · }we have

∞∏
n=0

((n+ a)(3n+ b)(3n+ a+ 1)(3n+ a+ 2)

(n+ b)(3n+ a)(3n+ b+ 1)(3n+ b+ 2)

)δn
= 1.

(2) For all a ∈ C \ {0,−1,−2, · · · }we have

1©
∞∏
n=0

( (n+ a)(3n+ a+ 1)2

(n+ a+ 1)(3n+ a)(3n+ a+ 3)

)δn
= 1,

2©
∞∏
n=0

((3n+ a+ 1)(3n+ a+ 2)(3n+ 3a)

(3n+ 1)(3n+ 2)(3n+ a)

)δn
= 3,

3©
∞∏
n=0

((3n+ a+ 1)(3n+ a+ 2)(3n+ 3a)

(3n+ 2)(3n+ 3)(3n+ a)

)δn
=
√

3.
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(3) The following concrete equalities hold.

1©
∞∏
n=0

(3n+ 1

3n+ 3

)δn
=

1√
3
, 2©

∞∏
n=0

((3n+ 4)(3n+ 6)

(3n+ 2)2

)δn
=
√

3,

3©
∞∏
n=0

( (6n+ 5)2

(6n+ 3)(6n+ 15)

)δn
= 1, 4©

∞∏
n=0

((9n+ 4)(9n+ 7)

(9n+ 1)(9n+ 6)

)δn
= 3,

5©
∞∏
n=0

((9n+ 5)(9n+ 8)

(9n+ 2)(9n+ 3)

)δn
= 3, 6©

∞∏
n=0

((9n+ 5)(9n+ 8)

(9n+ 2)(9n+ 9)

)δn
=
√

3,

7©
∞∏
n=0

((24n+ 7)(24n+ 13)

(24n+ 5)(24n+ 23)

)δn
= 1, 8©

∞∏
n=0

( (n+ 2)(3n+ 3)2

(n+ 3)(3n+ 2)(3n+ 5)

)δn
= 1,

9©
∞∏
n=0

((n+ 2)(3n+ 1)(3n+ 3)

(n+ 3)(3n+ 2)(3n+ 5)

)δn
=

1√
3
, 10©

∞∏
n=0

( (n+ 2)(3n+ 1)2

(n+ 3)(3n+ 2)(3n+ 5)

)δn
=

1

3
,

11©
∞∏
n=0

((n+ 3)(3n+ 4)(3n+ 5)

(n+ 1)(3n+ 1)(3n+ 2)

)δn
= 3, 12©

∞∏
n=0

((n+ 3)(3n+ 4)(3n+ 5)

(n+ 1)(3n+ 2)(3n+ 3)

)δn
=
√

3,

13©
∞∏
n=0

((3n+ 4)(3n+ 5)(3n+ 9)

(3n+ 1)2(3n+ 2)

)δn
= 3
√

3, 14©
∞∏
n=0

( (2n− 1)(6n+ 1)2

(2n+ 1)(6n− 1)(6n+ 5)

)δn
= 1,

15©
∞∏
n=0

((2n+ 2)(6n+ 1)(6n+ 4)

(2n+ 1)(6n+ 3)(6n+ 5)

)δn
=

1√
3
, 16©

∞∏
n=0

((2n+ 3)(6n+ 5)(6n+ 7)

(2n+ 1)(6n+ 2)(6n+ 4)

)δn
= 3.

Note that the (0, 1, 0)-Thue-Morse sequence is exactly 01010101 · · · , which implies δn :=
(−1)θn = (−1)n for all n ∈ N0. In the next example, using Corollary 1.3 or Theorem 2.2
and Proposition 2.3, we recover some classical results on the Gamma function.

Example 1.8. (1) For all odd q ≥ 3, we have

∞∏
n=0

((qn+ 1)(qn+ 3) · · · (qn+ q − 2)

(qn+ 2)(qn+ 4) · · · (qn+ q − 1)

)(−1)n

=
1
√
q
.

(2) For all odd q ≥ 3 and all a ∈ C \ {0,−1,−2, · · · }we have

∞∏
n=0

( (qn+ a)(qn+ a+ 2)(qn+ a+ 4) · · · (qn+ a+ q − 1)

(qn+ qa)(qn+ a+ 1)(qn+ a+ 3) · · · (qn+ a+ q − 2)

)(−1)n

=
1
√
q
.
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(3) The following concrete equalities hold.

1©
∞∏
n=0

(3n+ 1

3n+ 2

)(−1)n

=
1√
3
, 2©

∞∏
n=0

((n+ 1)(3n+ 5)

(n+ 3)(3n+ 4)

)(−1)n

=
1√
3
,

3©
∞∏
n=0

((3n+ 2)(3n+ 4)

(3n+ 3)(3n+ 6)

)(−1)n

=
1√
3
, 4©

∞∏
n=0

((3n+ 1)(3n+ 5)

(3n+ 6)(3n+ 9)

)(−1)n

=
1

3
√

3
,

5©
∞∏
n=0

((9n+ 2)(9n+ 8)

(9n+ 5)(9n+ 6)

)(−1)n

=
1√
3
, 6©

∞∏
n=0

((9n+ 2)(9n+ 8)

(9n+ 3)(9n+ 5)

)(−1)n

= 1,

7©
∞∏
n=0

((9n+ 1)(9n+ 7)

(9n+ 3)(9n+ 4)

)(−1)n

=
1√
3
, 8©

∞∏
n=0

((9n+ 1)(9n+ 7)

(9n+ 4)(9n+ 6)

)(−1)n

=
1

3
,

9©
∞∏
n=0

((9n+ 2)(9n+ 11)

(9n+ 3)(9n+ 15)

)(−1)n

=
1√
3
, 10©

∞∏
n=0

((9n+ 1)(9n+ 10)

(9n+ 6)(9n+ 12)

)(−1)n

=
1

3
√

3
,

11©
∞∏
n=0

((9n+ 5)(9n+ 11)

(9n+ 8)(9n+ 15)

)(−1)n

=
1√
3
, 12©

∞∏
n=0

((9n− 1)(9n+ 8)

(9n− 3)(9n+ 3)

)(−1)n

=
1√
3
,

13©
∞∏
n=0

((5n+ 1)(5n+ 3)

(5n+ 2)(5n+ 4)

)(−1)n

=
1√
5
, 14©

∞∏
n=0

((10n+ 1)(10n+ 9)

(10n+ 3)(10n+ 7)

)(−1)n

=
1√
5
,

15©
∞∏
n=0

((n+ 1)(5n+ 3)(5n+ 7)

(n+ 3)(5n+ 4)(5n+ 6)

)(−1)n

=
1√
5
, 16©

∞∏
n=0

((n+ 1)(5n+ 2)(5n+ 7)

(n+ 3)(5n+ 1)(5n+ 6)

)(−1)n

= 1.

In [11] Hu studied infinite sums of the form∑
n≥0

(
(−1)aw,B(n)

∑
(l,cl)∈Lw,B

clf(l(n))
)

where aw,B(n) denote the number of occurrences of the wordw in the baseB expansion of
the non-negative integer n, f is any function that verifies certain convergence conditions,
and Lw,B is a computable finite set of pairs (l, cl) where l is a polynomial with integer
coefficients of degree 1 and cl is an integer. If f is taken to be an appropriate composi-
tion of a logarithmic function and a rational function, after exponentiating, some infinite
products of the form

∏
n(R(n))(−1)

aw,B(n)

can be obtained, where R is a rational function
depending on the sequence (aw,B(n))n≥0. For instance the above Example 1.8 (3) 1© is
also obtained in [11, Section 5] (see also [6, Section 4.4]).

1.2. Products of the form
∏

(R(n))θn . In order to study the infinite product
∏∞

n=1(R(n))θn ,
by Theorem 1.1 (2), it suffices to study products of the form

f(a1, · · · , ad; b1, · · · , bd) :=
∞∏
n=1

((n+ a1) · · · (n+ ad)

(n+ b1) · · · (n+ bd)

)θn
where d ∈ N and a1, · · · , ad, b1, · · · , bd ∈ C \ {−1,−2,−3, · · · } satisfy a1 + · · · + ad =
b1 + · · · + bd. As the second main result in this paper, the following theorem (which
implies Corollary 1.11) generalizes [2, Theorem 4.2].

Theorem 1.9. Let q ≥ 2 be an integer, θ0 = 0, (θ1, · · · , θq−1) ∈ {0, 1}q−1 \ {0q−1} and (θn)n≥0

be the (0, θ1, · · · , θq−1)-Thue-Morse sequence. Then for all d ∈ N and a1, · · · , ad, b1, · · · , bd ∈
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C \ {−1,−2,−3, · · · } satisfying a1 + · · ·+ ad = b1 + · · ·+ bd, we have

f(a1, · · · , ad; b1, · · · , bd) =

q−1∏
k=1

( d∏
i=1

Γ( bi+kq )

Γ(ai+kq )

)θk
·
q−1∏
k=0

(
f
(a1 + k

q
, · · · , ad + k

q
;
b1 + k

q
, · · · , bd + k

q

))(−1)θk

,

which is equivalent to
∞∏
n=1

( d∏
i=1

(n+ ai
n+ bi

·
q−1∏
k=0

( qn+ bi + k

qn+ ai + k

)(−1)θk
))θn

=

q−1∏
k=1

( d∏
i=1

Γ( bi+k
q

)

Γ(ai+k
q

)

)θk
.

This theorem implies a large number of equalities for products of the form
∏

(R(n))θn

as we will see in the following corollaries, which can also be viewed as special examples.

Corollary 1.10. Let q ≥ 2 be an integer, θ0 = 0, (θ1, · · · , θq−1) ∈ {0, 1}q−1 \{0q−1} and (θn)n≥0

be the (0, θ1, · · · , θq−1)-Thue-Morse sequence.
(1) For all a, b, c ∈ C such that a, b, a+ c, b+ c /∈ {−1,−2,−3, · · · } we have
∞∏
n=1

((n+ a)(n+ b+ c)

(n+ b)(n+ a+ c)
·
q−1∏
k=0

((qn+ b+ k)(qn+ a+ c+ k)

(qn+ a+ k)(qn+ b+ c+ k)

)(−1)θk)θn
=

q−1∏
k=1

(Γ( b+k
q

)Γ(a+c+k
q

)

Γ(a+k
q

)Γ( b+c+k
q

)

)θk
.

(2) For all d ∈ N and a1, · · · , ad ∈ C \ {−1,−2,−3, · · · } such that a1 + · · ·+ ad = 0 we have
∞∏
n=1

( d∏
i=1

(qn+ qai
qn+ ai

·
q−1∏
k=1

( qn+ k

qn+ ai + k

)(−1)θk))θn
=

q−1∏
k=1

( (Γ(k
q
))d

Γ(a1+k
q

) · · ·Γ(ad+k
q

)

)θk
.

(3) For all a ∈ C \ Z we have
∞∏
n=1

((qn+ qa)(qn− qa)

(qn+ a)(qn− a)
·
q−1∏
k=1

( (qn+ k)2

(qn+ a+ k)(qn− a+ k)

)(−1)θk)θn
=

q−1∏
k=1

( (Γ(k
q
))2

Γ(k+a
q

)Γ(k−a
q

)

)θk
.

In particular for the well known (0, 1)-Thue-Morse sequence, we have the following
corollary, in which (5) 2©, 3© and 4© recover [2, Theorem 4.2].

Corollary 1.11. Let (tn)n≥0 be the (0, 1)-Thue-Morse sequence.
(1) For all d ∈ N and a1, · · · , ad, b1, · · · , bd ∈ C \ {−1,−2,−3, · · · } such that a1 + · · · + ad =
b1 + · · ·+ bd we have

∞∏
n=1

( d∏
i=1

(n+ ai)(2n+ bi)(2n+ ai + 1)

(n+ bi)(2n+ ai)(2n+ bi + 1)

)tn
=

d∏
i=1

Γ( bi+1
2

)

Γ(ai+1
2

)
.

(2) For all a, b, c ∈ C such that a, b, a+ c, b+ c /∈ {−1,−2,−3, · · · } we have
∞∏
n=1

((n+ a)(n+ b+ c)(2n+ b)(2n+ a+ 1)(2n+ a+ c)(2n+ b+ c+ 1)

(n+ b)(n+ a+ c)(2n+ a)(2n+ b+ 1)(2n+ b+ c)(2n+ a+ c+ 1)

)tn
=

Γ( b+1
2

)Γ(a+c+1
2

)

Γ(a+1
2

)Γ( b+c+1
2

)
.

(3) 1© For all a, b ∈ C such that a, b, a+ b /∈ {−1,−2,−3, · · · } we have
∞∏
n=1

(2(n+ a)(n+ b)(2n+ a+ 1)(2n+ b+ 1)(2n+ a+ b)

(2n+ 1)(n+ a+ b)(2n+ a)(2n+ b)(2n+ a+ b+ 1)

)tn
=

√
π Γ(a+b+1

2
)

Γ(a+1
2

)Γ( b+1
2

)
.

2© For all a, b ∈ C such that a, b, 2a+ 1, a+ b /∈ {−1,−2,−3, · · · } we have
∞∏
n=1

((n+ a+ b)(2n+ a+ 2)(2n+ 2a+ 1)(2n+ b)(2n+ a+ b+ 1)

(n+ 2a+ 1)(2n+ a+ 1)(2n+ b+ 1)(2n+ 2b)(2n+ a+ b)

)tn
=

2aΓ(a+1
2

)Γ( b+1
2

)
√
π Γ(a+b+1

2
)
.
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(4) 1© For all a ∈ C \ {−1,−3
2
,−2,−5

2
, · · · } we have

∞∏
n=1

((n+ a)(2n+ a+ 2)(2n+ 2a+ 1)

(n+ 2a+ 1)(2n+ 1)(2n+ a)

)tn
= 2a.

2© For all a ∈ C \ {−1,−3
2
,−2,−5

2
, · · · } we have

∞∏
n=1

((n+ 1)(n+ a+ 2)(2n+ a+ 3)(2n+ 2a+ 1)

(n+ 2)(n+ 2a+ 1)(2n+ 3)(2n+ a+ 1)

)tn
=

2a

a+ 1
.

3© For all a ∈ C \ Z we have
∞∏
n=1

((2n+ a+ 1)(2n− a+ 1)(2n+ 2a)(2n− 2a)

(2n+ 1)2(2n+ a)(2n− a)

)tn
= cos

πa

2
.

4© For all a ∈ C \ (Z ∪ {3
2
, 5

2
, 7

2
, · · · }) we have

∞∏
n=1

((2n+ a+ 1)(2n− a+ 1)(2n+ 2a)(2n− 4a+ 2)

(2n+ 1)(2n+ a)(2n− a+ 2)(2n− 2a+ 1)

)tn
= 2a cos

πa

2
.

5© For all a ∈ C \ {±3,±5,±7, · · · } we have
∞∏
n=1

((2n+ a+ 1)(2n− a+ 1)(4n+ a+ 3)(4n− a+ 3)

(2n+ 2)2(4n+ a+ 1)(4n− a+ 1)

)tn
=

√
π

Γ(3+a
4

)Γ(3−a
4

)
.

6© For all d ∈ N we have
∞∏
n=1

( (n+ 1)(2n+ d)(2n+ 2)2d−1

(n+ d)(2n+ d+ 1)(2n+ 1)2d−1

)tn
= π

d−1
2 Γ(

d+ 1

2
).

(5) The following concrete equalities hold.

1©
∞∏
n=0

( (2n+ 1)(4n− 1)

(2n− 1)(4n+ 3)

)tn
=
√

2, 2©
∞∏
n=0

( (2n+ 1)(4n+ 3)

(2n+ 2)(4n+ 1)

)tn
=

Γ( 1
4 )

√
2π

3
4

,

3©
∞∏
n=0

( (n+ 1)(4n+ 5)

(n+ 2)(4n+ 1)

)tn
=
√

2, 4©
∞∏
n=0

( (8n+ 1)(8n+ 7)

(8n+ 3)(8n+ 5)

)tn
=

√
2
√

2− 2,

5©
∞∏
n=0

( (n+ 1)(2n+ 3)2

(n+ 3)(2n+ 1)2

)tn
= 2, 6©

∞∏
n=0

( (3n+ 2)2(6n+ 5)

(3n+ 3)2(6n+ 1)

)tn
=

√
3 Γ( 1

3 )Γ( 1
6 )

4π
3
2

,

7©
∞∏
n=0

( (n+ 2)2(2n+ 5)

(n+ 1)(n+ 5)(2n+ 1)

)tn
= 4, 8©

∞∏
n=0

( (2n+ 1)2(4n− 1)

(2n− 1)(2n+ 2)(4n+ 1)

)tn
=

Γ( 1
4 )

π
3
4

,

9©
∞∏
n=0

( (2n+ 3)2(4n− 1)

(2n− 1)(2n+ 6)(4n+ 1)

)tn
=

2Γ( 1
4 )

π
3
4

, 10©
∞∏
n=0

( (2n− 1)(4n+ 3)2

(2n+ 2)(4n+ 1)(4n− 1)

)tn
=

Γ( 1
4 )

2π
3
4

,

11©
∞∏
n=0

( (3n− 1)2(6n+ 3)

(3n+ 2)(3n− 2)(6n− 1)

)tn
= 2

2
3 , 12©

∞∏
n=0

( (4n+ 2)2(8n− 1)

(4n− 1)(4n+ 1)(8n+ 7)

)tn
= 2

1
4 ,

13©
∞∏
n=0

( (n+ 1)(2n+ 7)(4n+ 9)

(n+ 4)(2n+ 3)(4n+ 5)

)tn
=

4
√

2

5
, 14©

∞∏
n=0

( (n+ 1)(3n+ 7)(6n+ 5)

(n+ 2)(3n+ 2)(6n+ 9)

)tn
= 3 · 2− 5

3 ,

15©
∞∏
n=0

( (3n+ 1)(6n− 1)(6n+ 3)

(3n− 1)(6n+ 1)(6n+ 5)

)tn
= 2

1
3 , 16©

∞∏
n=0

( (5n+ 4)(10n+ 1)(10n+ 5)

(5n+ 2)(10n+ 3)(10n+ 7)

)tn
=

√
5− 1

2
2
5

.
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2. PRELIMINARIES

First we need the following concept.

Definition 2.1 ([6, 18]). Let q ≥ 2 be an integer. A sequence u = (un)n≥0 ∈ CN0 is called
strongly q-multiplicative if u0 = 1 and

unq+k = unuk

for all k ∈ {0, 1, · · · , q − 1} and n ∈ N0.

The following theorem is a classical result on the Gamma function Γ (see for examples
[10, Theorem 1.1] and [20, Section 12.13]).

Theorem 2.2. Let d ∈ N and a1, a2, · · · , ad, b1, b2, · · · , bd ∈ C \ {0,−1,−2, · · · }. If a1 + a2 +
· · ·+ ad = b1 + b2 + · · ·+ bd, then

∞∏
n=0

(n+ a1)(n+ a2) · · · (n+ ad)

(n+ b1)(n+ b2) · · · (n+ bd)
=

Γ(b1)Γ(b2) · · ·Γ(bd)

Γ(a1)Γ(a2) · · ·Γ(ad)
.

Besides, we need the properties on the Gamma function gathered in the following
proposition.

Proposition 2.3 ([7, 9, 19]). (1) For all n ∈ N and z ∈ C \ {0,− 1
n
,− 2

n
,− 3

n
,− 4

n
, · · · } we have

Γ(z)Γ(z +
1

n
)Γ(z +

2

n
) · · ·Γ(z +

n− 1

n
) = (2π)

n−1
2 n

1
2
−nzΓ(nz).

(2) For all z ∈ C \ {0,−1,−2, · · · } we have

Γ(z + 1) = zΓ(z)

and
Γ(
z

2
)Γ(

z + 1

2
) = 21−z√π Γ(z).

(3) For all z ∈ C \ Z we have
Γ(z)Γ(1− z) =

π

sinπz
.

(4) We have

Γ(1) = Γ(2) = 1, Γ(
1

2
) =
√
π and Γ(

3

2
) =

√
π

2
.

3. PROOFS OF THE RESULTS

Let q ≥ 2 be an integer, θ0 = 0, θ1, · · · , θq−1 ∈ {0, 1} and (θn)n≥0 be the (0, θ1, · · · , θq−1)-
Thue-Morse sequence. Recall that (δn)n≥0 is defined by δn = (−1)θn for all n ∈ N0. At the
same time (δn)n≥0 can be view as the unique fixed point of the morphism

+1 7→ (+1)(+δ1) · · · (+δq−1)

−1 7→ (−1)(−δ1) · · · (−δq−1)
(3.1)

beginning with δ0 = +1. Define the sequence of partial sums of (δn)n≥0 by

∆0 := 0 and ∆n := δ0 + δ1 + · · ·+ δn−1 for all n ≥ 1.

Note that (∆n)n≥0 depends on the choice of (δ1, · · · , δq−1) ∈ {+1,−1}q−1. Before proving
Theorem 1.1, we need the following proposition on (∆n)n≥0, which is itself valuable.

Proposition 3.1. Let q ≥ 2 be an integer.
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(1) For all k, s ∈ N0 and t ∈ {0, 1, · · · , qk − 1} we have

δsqk+t = δsδt and ∆sqk+t = ∆s∆qk + δs∆t.

(2) With the convention 00 := 1, for all k ∈ N0 we have

∆qk = ∆k
q ,

max
{
|∆qk | : (δ1, · · · , δq−1) ∈ {+1,−1}q−1 \ {(+1)q−1}

}
= (q − 2)k,

max
{
|∆n| : 0 ≤ n ≤ qk, (δ1, · · · , δq−1) ∈ {+1,−1}q−1\{(+1)q−1}

}
= 1+(q−2)+· · ·+(q−2)k.

(3) If (δ1, · · · , δq−1) 6= (+1)q−1, then for all n large enough we have

|∆n| ≤ nlogq(q−1).

Proof. (1) 1© Prove δsqk+t = δsδt for all k, s ∈ N0 and t ∈ {0, 1, · · · , qk − 1}.
i) Prove that (δn)n≥0 is strongly q-multiplicative, i.e.,

δsq+t = δsδt for all s ∈ N0 and t ∈ {0, 1, · · · , q − 1}.
Let ψ denote the morphism (3.1). Then by ψ((δ0, δ1, δ2, · · · )) = (δ0, δ1, δ2, · · · ) we
get ψ(δs) = (δsq, δsq+1, · · · , δ(s+1)q−1) for all s ∈ N0. It follows from ψ(+1) =
(+1,+δ1, · · · ,+δq−1) and ψ(−1) = (−1,−δ1, · · · ,−δq−1) that δsq+t = δsδt for all
t ∈ {0, · · · , q − 1}.

ii) Let k ∈ N, s ∈ N0 and t ∈ {0, · · · , qk − 1}. Then there exist l ∈ N0 and sl, · · · , s1, s0,
tk−1, · · · , t1, t0 ∈ {0, 1, · · · , q − 1} such that

s = slq
l + · · ·+ s1q + s0 and t = tk−1q

k−1 + · · ·+ t1q + t0.

By i) and [6, Proposition 1] we get

δsqk+t = δsl · · · δs1δs0δtk−1
· · · δt1δt0 ,

δs = δsl · · · δs1δs0 and δt = δtk−1
· · · δt1δt0 .

Thus δsqk+t = δsδt.
2© Prove ∆sqk+t = ∆s∆qk +δs∆t for all k, s ∈ N0 and t ∈ {0, 1, · · · , qk−1}. In fact, we have

∆sqk+t = (δ0 + δ1 + · · ·+ δqk−1) + (δqk + δqk+1 + · · ·+ δqk+(qk−1))

+ · · ·+ (δ(s−1)qk + δ(s−1)qk+1 + · · ·+ δ(s−1)qk+(qk−1))

+(δsqk + δsqk+1 + · · ·+ δsqk+t−1)

= δ0(δ0 + δ1 + · · ·+ δqk−1) + δ1(δ0 + δ1 + · · ·+ δqk−1)

+ · · ·+ δs−1(δ0 + δ1 + · · ·+ δqk−1)

+δs(δ0 + δ1 + · · ·+ δt−1)

= ∆s∆qk + δs∆t

where the second equality follows from 1©.
(2) 1©We have ∆qk = ∆k

q for all k ∈ N0 since (1) 2© implies ∆q·ql = ∆q∆ql for all l ∈ N0.
2© For all k ∈ N0, the fact

max
{
|∆qk | : (δ1, · · · , δq−1) ∈ {+1,−1}q−1 \ {(+1)q−1}

}
= (q − 2)k

follows from 1© and

max
{
|∆q| : (δ1, · · · , δq−1) ∈ {+1,−1}q−1 \ {(+1)q−1}

}
= q − 2.



12 YAO-QIANG LI

3© In order to prove the last equality in statement (2), since the case k = 0 is trivial and
2© implies |∆qk | ≤ 1 + (q − 2) + (q − 2)2 + · · · + (q − 2)k, it suffices to verify that for all
k ∈ N, we have
max

{
|∆n| : 0 ≤ n ≤ qk − 1, (δ1, · · · , δq−1) ∈ {+1,−1}q−1 \ {(+1)q−1}

}
= 1 + (q − 2) + (q − 2)2 + · · ·+ (q − 2)k.

≤ (By induction on k) For k = 1, obviously we have |∆0|, |∆1|, · · · , |∆q−1| ≤ q − 1.
Suppose that for some k ∈ N and all l ∈ {0, 1, · · · , k}, we have already had

|∆0|, |∆1|, · · · , |∆ql−1| ≤ 1 + (q − 2) + (q − 2)2 + · · ·+ (q − 2)l.

Let n ∈ {0, 1, · · · , qk+1 − 1}. It suffices to prove

|∆n| ≤ 1 + (q − 2) + (q − 2)2 + · · ·+ (q − 2)k+1. (3.2)

If n ≤ qk − 1, this follows immediately from the inductive hypothesis. We only
need to consider qk ≤ n ≤ qk+1 − 1 in the following. Let s ∈ {1, · · · , q − 1} and
t ∈ {0, 1, · · · , qk − 1} be such that n = sqk + t. By (1) 2©we get

∆n = ∆s∆qk + δs∆t.

If s ≤ q − 2, then

|∆n| ≤ |∆s| · |∆qk |+ |∆t|
≤ s(q − 2)k + (1 + (q − 2) + (q − 2)2 + · · ·+ (q − 2)k)

≤ 1 + (q − 2) + (q − 2)2 + · · ·+ (q − 2)k+1

where the second inequality follows from 2© and the inductive hypothesis. In the
following we only need to consider s = q − 1. It means that

∆n = ∆q−1∆qk + δq−1∆t.

If there exists p ∈ {0, 1, · · · , q − 2} such that δp = −1, then |∆q−1| ≤ q − 3 and

|∆n| ≤ (q − 3)|∆qk |+ |∆t|
≤ (q − 3)(q − 2)k + (1 + (q − 2) + (q − 2)2 + · · ·+ (q − 2)k)

≤ 1 + (q − 2) + (q − 2)2 + · · ·+ (q − 2)k+1

where the second inequality follows from 2© and the inductive hypothesis. Thus it
suffices to consider δ0 = δ1 = · · · = δq−2 = +1 in the following. By (δ1, · · · , δq−1) 6=
(+1)q−1 we get δq−1 = −1. It follows from ∆q−1 = q − 1 and ∆qk = ∆k

q = (q − 2)k

that
∆n = (q − 1)(q − 2)k −∆t.

Thus proving (3.2) is equivalent to verifying

−1− (q − 2)− · · · − (q − 2)k−1 ≤ ∆t ≤ 1 + (q − 2) + · · ·+ (q − 2)k+1 + (q − 1)(q − 2)k.

Since the second inequality follows immediately from the inductive hypothe-
sis, we only need to prove the first inequality. Let u ∈ {0, 1, · · · , q − 1} and
v ∈ {0, 1, · · · , qk−1 − 1} be such that t = uqk−1 + v. By (1) 2©we get

∆t = ∆u∆qk−1 + δu∆v.

Since δ0 = δ1 = · · · = δq−2 = +1, δq−1 = −1 and 0 ≤ u ≤ q − 1 imply ∆u = u ≥ 0,
∆q = q − 2 and ∆qk−1 = ∆k−1

q = (q − 2)k−1 ≥ 0, by δu ∈ {+1,−1}we get

∆t ≥ −|∆v| ≥ −1− (q − 2)− · · · − (q − 2)k−1
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where the last inequality follows from the inductive hypothesis.
≥ Let δ1 = δ2 = · · · = δq−2 = +1 and δq−1 = −1. It suffices to prove that for all k ∈ N

we have

∆qk−qk−1−···−q−1 = (q − 2)k + · · ·+ (q − 2)2 + (q − 2) + 1. (3.3)

(By induction) For k = 1 we have ∆q−1 = q− 1. Suppose that (3.3) is true for some
k ∈ N. Then for k + 1, we have

∆qk+1−qk−qk−1−···−q−1 = ∆(q−2)qk+(qk−qk−1−···−q−1)

= ∆q−2∆qk + δq−2∆qk−qk−1−···−q−1

= (q − 2)∆k
q + (q − 2)k + · · ·+ (q − 2)2 + (q − 2) + 1

= (q − 2)k+1 + (q − 2)k + · · ·+ (q − 2)2 + (q − 2) + 1

where the second equality follows from (1) 2© and the third equality follows from
1© and the inductive hypothesis.

(3) For n ∈ N large enough, there exists k ∈ N large enough such that qk + 1 ≤ n ≤ qk+1.
By (2) 3©we get

|∆n| ≤ 1 + (q − 2) + · · ·+ (q − 2)k+1 ≤ (q − 1)k = (qk)logq(q−1) ≤ nlogq(q−1)

where the second inequality can be verified straightforwardly for k large enough. �

Proof of Theorem 1.1. Since (2) follows in the same way as in the proof of [2, Lemma 4.1]
by applying (1), we only need to prove (1) in the following.
⇒ Suppose that

∏∞
n=1(R(n))δn converges. Then (R(n))δn → 1 as n → ∞. Since δn ∈

{+1,−1} for all n ∈ N, we get R(n)→ 1 as n→∞. Thus the numerator and the denomi-
nator of R have the same degree and the same leading coefficient.
⇐ Suppose that the numerator and the denominator of R have the same leading co-

efficient and the same degree. Decompose them into factors of degree 1. To prove that∏∞
n=1(R(n))δn converges, it suffices to show that

∏∞
n=1(n+a

n+b
)δn converges for all a, b ∈ C

satisfying n+ a 6= 0 and n+ b 6= 0 for all n ∈ N (that is, a, b ∈ C \ {−1,−2,−3, · · · }). Since
(n+a
n+b

)δn → 1 as n→∞, we only need to prove that

∞∏
n=1

((qn+ a

qn+ b

)δqn(qn+ 1 + a

qn+ 1 + b

)δqn+1 · · ·
(qn+ q − 1 + a

qn+ q − 1 + b

)δqn+q−1
)

converges. Since Proposition 3.1 (1) implies δqn = δnδ0, δqn+1 = δnδ1, · · · , δqn+q−1 = δnδq−1,
it suffices to show that

∞∏
n=1

(
r(n)

)δn
converges, where

r(n) :=
(qn+ a

qn+ b

)δ0(qn+ 1 + a

qn+ 1 + b

)δ1 · · · (qn+ q − 1 + a

qn+ q − 1 + b

)δq−1 .

This is equivalent to showing that
∞∑
n=1

δn ln r(n) (3.4)
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converges. Since there exist c0, c1, · · · , cq−1, d0, d1, · · · , dq−1 ∈ C such that

r(n) =
qqnq + cq−1n

q−1 + · · ·+ c1n+ c0

qqnq + dq−1nq−1 + · · ·+ d1n+ d0
= 1 +

(cq−1 − dq−1)nq−1 + · · ·+ (c1 − d1)n+ (c0 − d0)

qqnq + dq−1nq−1 + · · ·+ d1n+ d0
,

we get

ln r(n)− cq−1 − dq−1

qqn
= O(

1

n2
),

which implies that
∞∑
n=1

δn
(

ln r(n)− cq−1 − dq−1

qqn

)
converges absolutely. In order to prove that (3.4) converges, we only need to show that

∞∑
n=1

δn
n

converges. Enlightened by partial summation (see for example the equality (6.5) in [8] re-
lated to the Thue-Morse sequence), we consider the following 1© and 2©, which complete
the proof.

1© Prove that
∞∑
n=1

δ1 + · · ·+ δn
n(n+ 1)

converges. In fact, since Proposition 3.1 (3) implies

|∆n|
n2
≤ 1

n2−logq(q−1)
for all n large enough,

where 2 − logq(q − 1) > 1, it follows that
∑∞

n=1
∆n

n2 converges absolutely. So does∑∞
n=1

∆n

n(n+1)
. Thus we only need to check that

∑∞
n=1( δ1+···+δn

n(n+1)
− ∆n

n(n+1)
) converges.

This follows immediately from |δ1 + · · ·+ δn −∆n| = |δn − δ0| ≤ 2.
2© Prove that

∞∑
n=1

(
δn
n
− δ1 + · · ·+ δn

n(n+ 1)
)

converges to 0. In fact, for all N ∈ N we have
N∑
n=1

δ1 + · · ·+ δn
n(n+ 1)

=
N∑
n=1

(δ1 + · · ·+ δn)(
1

n
− 1

n+ 1
)

= δ1

N∑
n=1

(
1

n
− 1

n+ 1
) + δ2

N∑
n=2

(
1

n
− 1

n+ 1
) + · · ·+ δN

N∑
n=N

(
1

n
− 1

n+ 1
)

= δ1(1− 1

N + 1
) + δ2(

1

2
− 1

N + 1
) + · · ·+ δN(

1

N
− 1

N + 1
)

=
N∑
n=1

δn
n
− δ1 + δ2 + · · ·+ δN

N + 1
,

which implies
N∑
n=1

(
δn
n
− δ1 + · · ·+ δn

n(n+ 1)
) =

δ1 + δ2 + · · ·+ δN
N + 1

=
∆N+1 − 1

N + 1
.



INFINITE PRODUCTS RELATED TO GENERALIZED THUE-MORSE SEQUENCES 15

Since Proposition 3.1 (3) implies

|∆N+1|
N + 1

≤ 1

(N + 1)1−logq(q−1)
for all N large enough,

where 1 − logq(q − 1) > 0, as N → ∞ we get ∆N+1

N+1
→ 0 and then

∑N
n=1( δn

n
−

δ1+···+δn
n(n+1)

)→ 0.
�

Proof of Theorem 1.2. Since Proposition 3.1 (1) implies δqn = δnδ0, δqn+1 = δnδ1, · · · , δqn+q−1 =
δnδq−1 for all n ∈ N0, we get f(a, b)

=
∞∏
n=1

(qn+ a

qn+ b

)δqn ∞∏
n=0

(qn+ 1 + a

qn+ 1 + b

)δqn+1

· · ·
∞∏
n=0

(qn+ q − 1 + a

qn+ q − 1 + b

)δqn+q−1

=

∞∏
n=1

(qn+ a

qn+ b

)δnδ0 ∞∏
n=0

(qn+ a+ 1

qn+ b+ 1

)δnδ1
· · ·

∞∏
n=0

(qn+ a+ q − 1

qn+ b+ q − 1

)δnδq−1

=
(a+ 1

b+ 1

)δ0δ1
· · ·
(a+ q − 1

b+ q − 1

)δ0δq−1
∞∏
n=1

(n+ a
q

n+ b
q

)δnδ0 ∞∏
n=1

(n+ a+1
q

n+ b+1
q

)δnδ1
· · ·

∞∏
n=1

(n+ a+q−1
q

n+ b+q−1
q

)δnδq−1

=
(a+ 1

b+ 1

)δ1
· · ·
(a+ q − 1

b+ q − 1

)δq−1

f(
a

q
,
b

q
)
(
f(
a+ 1

q
,
b+ 1

q
)
)δ1
· · ·
(
f(
a+ q − 1

q
,
b+ q − 1

q
)
)δq−1

.

�

Proof of Corollary 1.3. (1) follows from Theorem 1.2 after multiplying by the factor corre-
sponding to n = 0. The first equality in (2) follows from taking b = a + 1 in (1). The
second equality in (2) follows from taking b = 0 in Theorem 1.2 and then multiplying the
factor corresponding to n = 0. We should note that it does not follow from taking b = 0
in (1). Finally (3) follows immediately from taking a = 1 in the second equality in (2). �

Proof of Corollary 1.5. These two equalities follow from Corollary 1.3 (3) and the first equal-
ity in (2) of Corollary 1.3 respectively. �

Proof of Example 1.6. (1) follows from Corollary 1.3 (1).
(2) 1© and 2© follow from Corollary 1.3 (2).

3© follows from 2© and the fact that the first equality in Corollary 1.5 implies
∞∏
n=0

(3n+ 2

3n+ 3

)δn
=

1√
3
. (3.5)

4© follows from taking b = 1
2

in (1).
(3) 1© is the above equality (3.5).

2©, 5©, 9© and 13© follow from taking a = −1
2
, 3

2
, 1 and 2 respectively in (2) 1©.

3©, 6©, 8© and 16© follow from taking a = 1
2
, 2

3
, 3

2
and −1

2
respectively in (2) 2©.

4© follows from multiplying 3© and 1©.
7© follows from taking a = 5

6
in (2) 4©.

10©, 11©, 12© and 14© follow respectively from 9©, 10©, 11© and 13© by applying 1©.
15© follows from taking a = 2 and b = 4

3
in (1).

�

Proof of Example 1.7. (1) follows from Corollary 1.3 (1).
(2) 1© and 2© follow from Corollary 1.3 (2).
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3© follows from 2© and the fact that the first equality in Corollary 1.5 implies
∞∏
n=0

(3n+ 1

3n+ 3

)δn
=

1√
3
.

(3) 1© is the above equality.
2© follows from taking a = 2 in (2) 3©.
3© and 8© follow from taking a = 3

2
and 2 respectively in (2) 1©.

4©, 5©, 11© and 16© follow from taking a = 1
3
, 2

3
, 3 and 3

2
respectively in (2) 2©.

6©, 9© and 10© follow respectively from 5©, 8© and 9© by applying 1©.
7© follows from taking a = 5

8
and b = 7

8
in (1).

12© and 13© follow respectively from multiplying and dividing 11© by 1©.
14© follows from combining the results of taking a = 1

2
and −1

2
in (2) 2©.

15© follows from taking a = 1, b = 1
2

in (1) and then multiplying by 1©.
�

Proof of Example 1.8. For odd q ≥ 3, let θ1 = θ3 = · · · = θq−2 = 1 and θ2 = θ4 = · · · = θq−1 =
0. Then the (0, θ1, · · · , θq−1)-Thue-Morse sequence (θn)n≥0 is exactly (01)∞. It follows that
δn := (−1)θn = (−1)n for all n ≥ 0.
(1) By the second equality in Corollary 1.3 (2) we get
∞∏
n=0

( (qn+ qa)(qn+ a+ 1)(qn+ 2)(qn+ a+ 3)(qn+ 4) · · · (qn+ a+ q − 2)(qn+ q − 1)

(qn+ a)(qn+ 1)(qn+ a+ 2)(qn+ 3)(qn+ a+ 4) · · · (qn+ q − 2)(qn+ a+ q − 1)

)(−1)n
= q (3.6)

for all a ∈ C \ {0,−1,−2, · · · }. Then we conclude (1) by taking a = 1 in (3.6).
(2) follows from (3.6) and (1).
(3) Note that for all q ∈ N and a ∈ C \ {0,−1,−2, · · · }we have

∞∏
n=0

( (qn+ a)(qn+ a+ q)

(qn+ qa)(qn+ qa+ q)

)(−1)n

=
1

q
(3.7)

since the left hand side is

lim
k→∞

a

qa
· a+ q

qa+ q
·
( a+ q

qa+ q
· a+ 2q

qa+ 2q

)−1

· a+ 2q

qa+ 2q
· a+ 3q

qa+ 3q
· · ·
( a+ kq

qa+ kq
· a+ (k + 1)q

qa+ (k + 1)q

)(−1)k

= lim
k→∞

a

qa
·
( a+ (k + 1)q

qa+ (k + 1)q

)(−1)k

=
1

q
.

We prove the concrete equalities in the following.
1© and 13© follow from taking q = 3 and 5 respectively in (1).
2©, 3©, 5© and 7© follow from taking q = 3, and then a = 3, 2, 2

3
and 1

3
respectively in (2).

4©, 9©, 10© and 12© are deduced by applying 1© noting that (3.7) with q = 3 and then
a = 2, 2

3
, 1

3
and −1

3
give respectively

∞∏
n=0

((3n+ 2)(3n+ 5)

(3n+ 6)(3n+ 9)

)(−1)n

=
1

3
,

∞∏
n=0

((9n+ 2)(9n+ 11)

(9n+ 6)(9n+ 15)

)(−1)n

=
1

3
,

∞∏
n=0

((9n+ 1)(9n+ 10)

(9n+ 3)(9n+ 12)

)(−1)n

=
1

3
and

∞∏
n=0

((9n− 1)(9n+ 8)

(9n− 3)(9n+ 6)

)(−1)n

=
1

3
.

6©, 8©, 11© and 16© follow respectively from dividing 5© by 1©, multiplying 7© by 1©, divid-
ing 9© by 6© and dividing 15© by 13©.
14© and 15© follow from taking q = 5, and then a = 1

2
and 3 respectively in (2). �
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Before proving Theorem 1.9, we need the following proposition.

Proposition 3.2. Let q ≥ 2 be an integer, θ0 = 0, (θ1, · · · , θq−1) ∈ {0, 1}q−1\{0q−1} and (θn)n≥0

be the (0, θ1, · · · , θq−1)-Thue-Morse sequence. Then for all n ∈ N0 and k ∈ {0, 1, · · · , q − 1} we
have

θnq+k = θn(−1)θk + θk.

Proof. Let h denote the morphism

0 7→ 0θ1 · · · θq−1

1 7→ 1θ1 · · · θq−1

where 0 := 1 and 1 := 0. By h(θ0θ1θ2 · · · ) = θ0θ1θ2 · · · we get

h(θn) = θnqθnq+1 · · · θnq+q−1

for all n ∈ N0. It follows from h(0) = θ0θ1 · · · θq−1 and h(1) = θ0θ1 · · · θq−1 that

θnq+k =

{
θk if θn = 0
θk if θn = 1

= θn(−1)θk + θk for all k ∈ {0, 1, · · · , q − 1}.

�

Proof of Theorem 1.9. We have f(a1, · · · , ad; b1, · · · , bd)

=
∞∏
n=1

( d∏
i=1

n+ ai
n+ bi

)θn
=

q−1∏
k=1

( d∏
i=1

k + ai
k + bi

)θk
·
∞∏
n=1

q−1∏
k=0

( d∏
i=1

nq + k + ai
nq + k + bi

)θnq+k
(?)
=

q−1∏
k=1

( d∏
i=1

ai + k

bi + k

)θk
·
∞∏
n=1

q−1∏
k=0

( d∏
i=1

qn+ ai + k

qn+ bi + k

)θn(−1)θk+θk

=

q−1∏
k=1

( d∏
i=1

ai + k

bi + k

)θk
·
∞∏
n=1

q−1∏
k=0

( d∏
i=1

qn+ ai + k

qn+ bi + k

)θk
·
∞∏
n=1

q−1∏
k=0

( d∏
i=1

qn+ ai + k

qn+ bi + k

)θn(−1)θk

(??)
=

q−1∏
k=1

( d∏
i=1

ai + k

bi + k

)θk
·
∞∏
n=1

q−1∏
k=1

( d∏
i=1

qn+ ai + k

qn+ bi + k

)θk
·
q−1∏
k=0

∞∏
n=1

( d∏
i=1

qn+ ai + k

qn+ bi + k

)θn(−1)θk

=
∞∏
n=0

q−1∏
k=1

( d∏
i=1

qn+ ai + k

qn+ bi + k

)θk
·
q−1∏
k=0

( ∞∏
n=1

( d∏
i=1

qn+ ai + k

qn+ bi + k

)θn)(−1)θk

=

q−1∏
k=1

( ∞∏
n=0

d∏
i=1

n+ ai+k
q

n+ bi+k
q

)θk
·
q−1∏
k=0

( ∞∏
n=1

( d∏
i=1

n+ ai+k
q

n+ bi+k
q

)θn)(−1)θk

(???)
=

q−1∏
k=1

( d∏
i=1

Γ( bi+k
q

)

Γ(ai+k
q

)

)θk
·
q−1∏
k=0

(
f
(a1 + k

q
, · · · , ad + k

q
;
b1 + k

q
, · · · , bd + k

q

))(−1)θk

,

where (?), (??) and (???) follow from Proposition 3.2, θ0 = 0 and Theorem 2.2 respectively.
�
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Proof of Corollary 1.10. (1) follows from taking d = 2, a1 = a, a2 = b+c, b1 = b and b2 = a+c
in Theorem 1.9.
(2) follows from taking b1 = · · · = bd = 0 in Theorem 1.9.
(3) follows from taking d = 2, a1 = a and a2 = −a in (2). �

Proof of Corollary 1.11. In the following proof, for calculations related to the Gamma func-
tion, we use Proposition 2.3 frequently without invoking it explicitly. (1) and (2) follow
from Theorem 1.9 and Corollary 1.10 (1) respectively.

(3) 1© follows from taking b = 0 in (2) and then replacing all c by b.
2© follows from taking c = a− 1 in (2) and then replacing all a by a+ 1.

(4) 1© follows from multiplying (3) 1© and 2©.
2© follows from taking b = 2 in (3) 2©.
3© and 4© follow from taking b = −a and 1− 2a respectively in (3) 1©.
5© follows from taking d = 2, a1 = 1+a

2
, a2 = 1−a

2
, b1 = 0 and b2 = 1 in (1).

6© follows from taking a1 = · · · = ad = 1, b1 = d and b2 = · · · = bd = 0 in (1).
(5) 1© follows from taking a = 1

2
in (4) 3©.

2© and 6© follow from taking a = 0 and 1
3

respectively in (4) 5©.
3©, 5©, 7©, 11© and 12© follow from taking a = 1

2
, 1, 2, −2

3
and −1

4
respectively in (4)

1©.
4©, 15© and 16© follow from taking a = 1

4
, 2

3
and 2

5
respectively in (4) 4©.

8©, 9© and 10© follow respectively from multiplying 1© by 2©, multiplying 5© by 8©
and dividing 2© by 1©.
13© and 14© follow from taking a = 3

2
and 1

3
respectively in (4) 2©.

�
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