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Summary

Background Infection with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) induces an antibody response targeting multiple antigens that changes over time. This study aims to take advantage of this complexity to develop more accurate serological diagnostics.

Methods A multiplex serological assay was developed to measure IgG and IgM antibody responses to seven SARS-CoV-2 spike or nucleoprotein antigens, two antigens for the nucleoproteins of the 229E and NL63 seasonal coronaviruses, and three non-coronavirus antigens. Antibodies were measured in serum samples collected up to 39 days after symptom onset from 215 adults in four French hospitals (53 patients and 162 health-care workers) with quantitative RT-PCR-confirmed SARS-CoV-2 infection, and negative control serum samples collected from healthy adult blood donors before the start of the SARS-CoV-2 epidemic (335 samples from France, Thailand, and Peru). Machine learning classifiers were trained with the multiplex data to classify individuals with previous SARS-CoV-2 infection, with the best classification performance displayed by a random forests algorithm. A Bayesian mathematical model of antibody kinetics informed by prior information from other coronaviruses was used to estimate time-varying antibody responses and assess the sensitivity and classification performance of serological diagnostics during the first year following symptom onset. A statistical estimator is presented that can provide estimates of seroprevalence in very low-transmission settings.

Findings IgG antibody responses to trimeric spike protein (S) identified individuals with previous SARS-CoV-2 infection with 91·6% (95% CI 87·5–94·5) sensitivity and 99·1% (97·4–99·7) specificity. Using a serological signature of IgG and IgM to multiple antigens, it was possible to identify infected individuals with 98·8% (96·5–99·6) sensitivity and 99·3% (97·6–99·8) specificity. Informed by existing data from other coronaviruses, we estimate that 1 year after infection, a monoplex assay with optimal anti-S IgG cutoff has 88·7% (95% credible interval 63·4–97·4) sensitivity and that a four-antigen multiplex assay can increase sensitivity to 96·4% (80·9–100·0). When applied to population-level serological surveys, statistical analysis of multiplex data allows estimation of seroprevalence levels less than 2%, below the false-positive rate of many other assays.

Interpretation Serological signatures based on antibody responses to multiple antigens can provide accurate and robust serological classification of individuals with previous SARS-CoV-2 infection. This provides potential solutions to two pressing challenges for SARS-CoV-2 serological surveillance: classifying individuals who were infected more than 6 months ago and measuring seroprevalence in serological surveys in very low-transmission settings.
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An individual is seropositive to a pathogen if they have detectable antibodies specific for that pathogen. In practice, serological assays are used to measure antibody responses in blood samples. However, individuals who have never been infected with the target pathogen might have non-zero antibody responses due to cross-reactivity with other pathogens or background assay noise. To account for this, defining seropositivity is equivalent to determining whether the measured antibody response is greater or lower than some predefined cutoff value.

The most fundamental measure of antibody level is via concentration in a sample (eg, in units of μg/mL); however, a measurement in terms of molecular mass per volume is usually impossible to obtain. Instead, a range of assays can provide measurements that are positively correlated with the true antibody concentration—eg, an optical density from an ELISA or a median fluorescent intensity (MFI) from a Luminex microsphere assay. In contrast to the continuous measurement of antibody response provided by laboratory-based research assays, most point-of-care serological tests provide a binary outcome: seronegative or seropositive. There are several commercially available tests for detecting SARS-CoV-2 antibody responses, which are being catalogued by FIND Diagnostics. These tests are typically based on lateral flow assays mounted in plastic cartridges that detect antibodies in small-volume blood samples. A key feature of many rapid tests is that they are dependent on the choice of seropositivity cutoff, and there could be substantial misclassification for antibody levels close to this cutoff.

Antibody levels are not constant and change over time. The early kinetics of the antibody response to SARS-CoV-2 have been well documented, with a rapid rise in antibody levels occurring 5–15 days after symptom onset leading to seroconversion (depending on the choice of cutoff). Assuming the long-term kinetics of the SARS-CoV-2 antibody response are similar to other pathogens, we expect to observe a biphasic pattern of decay, with rapid decay in the first 3–6 months after infection, followed by a slower rate of decay. Notably, this decay pattern might lead to seroreversion, whereby previously seropositive individuals revert to being seronegative. If a serological test with an inappropriately high choice of cutoff is used for SARS-CoV-2 serological surveys, there is a major risk that seroreversion could lead to previously infected individuals testing seronegative.

The antibody response generated after SARS-CoV-2 infection is diverse, consisting of multiple isotypes targeting several proteins on the virus including the spike protein (and its receptor-binding domain [RBD]) and nucleoprotein. This diversity of biomarkers provides both a challenge and an opportunity for diagnostics research. The challenge lies in selecting appropriate biomarkers and choosing between the increasing number of commercial assays, many of which have not been optimised for a range of different transmission settings, with statistical algorithms, we show how serosurveillance can be used to provide more accurate classification after antibody levels have started to decay. Second, through analysis of quantitative measurements of multiple antibody responses with statistical algorithms, we show how serosurveillance can be optimised for a range of different transmission settings, most notably in low-transmission settings.

Implications of all the available evidence

Multiplex assays are set to be a key tool for serological surveillance of SARS-CoV-2, especially as the epidemic progresses and the epidemiology becomes more complex. Many assays have already shown high levels of accuracy at classifying recently infected individuals when antibody levels are still high. The challenge now turns to how to optimally use the high-dimensional data generated by these assays to allow surveillance of the SARS-CoV-2 epidemic as it progresses.
extensively validated and might produce conflicting results. The opportunity is that with multiple biomarkers, it is possible to generate a serological signature of infection that is robust to how antibody levels change over time,10,11 rather than relying on classification of seropositive individuals using a single cutoff antibody level.

In this analysis, we apply mathematical models of antibody kinetics and machine learning classifiers to identify serological signatures of SARS-CoV-2 infection generated using multiplex assays, which can provide accurate serological diagnosis that is robust to the waning of antibody levels over time.

Methods
Study population and samples
We analysed 97 serum samples from 53 adult patients admitted to two hospitals with COVID-19 in Paris between Jan 24 and April 1, 2020, and 162 serum samples from 162 health-care workers in two hospitals in Strasbourg with RT-qPCR-confirmed SARS-CoV-2 infection taken between April 6 and April 7, 2020, who had mostly mild symptoms (table).12,13 Samples were collected up to 39 days after symptom onset. Four patients from Hôpital Bichat provided 6–15 samples in total. 35 patients from Hôpital Cochin provided one sample each and 14 patients provided two samples each. Negative control samples were selected from panels of pre-epidemic cohorts (before December, 2019) with ethical approval for broad antibody testing. We chose a panel representative of the target population (177 serum samples from healthy adult French blood donors), plus two geographically diverse panels (68 plasma samples from healthy adult donors from the Thai Red Cross and 90 serum samples from Peruvian healthy adult donors). All samples underwent a viral inactivation protocol by heating at 56°C for 30 min. The potential effect of the viral inactivation protocol on the measurement of antibody levels was assessed using serum positive for SARS-CoV-2 infection that is robust to the waning of antibody levels over time.

Serological assays
We optimised a 12-plex assay for detecting IgG and IgM antibody responses against seven SARS-CoV-2 antigens (two nucleoprotein constructs, five spike proteins) and one nucleoprotein for each of seasonal coronaviruses NL63 and 229E. Three antigens from other viruses were included (influenza A [H1N1] virus, adenovirus type 40, and rubella virus), for which a large part of the population is expected to be seropositive due to vaccination or natural infection and hence serve as internal controls. Antigens were supplied by Institut Pasteur or Native Antigen (Oxford, UK). Antigen names, expression systems, suppliers, and catalogue numbers are provided in the appendix (p 4). All proteins were coupled to magnetic beads as described elsewhere.14 The masses of proteins coupled to beads were optimised to generate a log-linear standard curve with a pool of positive serum prepared from patients with RT-qPCR-confirmed SARS-CoV-2 infection.

Two separate assays were used for measuring IgG and IgM antibodies (appendix p 2). For each assay, samples were run on 96 well plates, containing two blanks (only beads, no serum) and a standard curve prepared from two-fold serial dilutions (1:50 to 1:25600) of a pool of positive controls. Plates were read using a Luminex MAGPIX system (Austin, TX, USA) and MFI was used for analysis. A five-parameter logistic curve was used to convert MFI to a five-parameter logistic curve to convert MFI to a five-parameter logistic curve to convert MFI to mean fluorescence intensity (MFI).

Table: Panels of samples

<table>
<thead>
<tr>
<th>Serum samples</th>
<th>Number of participants</th>
<th>Number of samples</th>
<th>Age, years*</th>
<th>Symptom severity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hôpital Bichat (Paris, France)</td>
<td>4</td>
<td>34</td>
<td>39 (31–80)</td>
<td>0</td>
</tr>
<tr>
<td>Hôpital Cochin (Paris, France)</td>
<td>49</td>
<td>63</td>
<td>56 (36–79)</td>
<td>27</td>
</tr>
<tr>
<td>Nouvel Hôpital Civil and Hôpital de Haute Pierre (Strasbourg, France)</td>
<td>162</td>
<td>162</td>
<td>32 (20–65)</td>
<td>160</td>
</tr>
<tr>
<td>Thai Red Cross</td>
<td>68</td>
<td>68</td>
<td>&gt;18</td>
<td>--</td>
</tr>
<tr>
<td>Peruvian donors</td>
<td>90</td>
<td>90</td>
<td>&gt;18</td>
<td>--</td>
</tr>
<tr>
<td>French blood donors</td>
<td>177</td>
<td>177</td>
<td>&gt;18</td>
<td>--</td>
</tr>
</tbody>
</table>
| Positive control serum samples are from patients with RT-qPCR confirmed SARS-CoV-2 infection. RT-qPCR=quantitative RT-PCR. SARS-CoV-2=severe acute respiratory syndrome coronavirus 2. *Age is presented as median (range) for SARS-CoV-2 cases.

See Online for appendix
antibody dilution, relative to the standard curve performed on the same plate to account for interassay variations. The multiplex immunoassay was validated by checking that the MFIs obtained were well correlated with those obtained in monoplex (only one conjugated bead type per well). For non-SARS-CoV-2 antigens, MFI data were used for the analysis. The IgG and IgM assays were run on all samples shown in the table. Analytic validation of the assay was implemented by comparison with data from two other immunoassays, S-Flow and pseudo-neutralisation, on matched sample sets from the Strasbourg health-care workers. Further details of assay validation are provided in the appendix (pp 2–3, 5).

**Diagnostic performance**

For antibody responses to a single antigen, diagnostic sensitivity was defined as the proportion of individuals with RT-qPCR-confirmed SARS-CoV-2 infection with antibody levels above a given seropositivity cutoff. For assessment of classification performance, samples taken from individuals fewer than 10 days after symptom onset were excluded, because antibody levels have often not yet increased during this time period. Diagnostic specificity was defined as the proportion of negative controls (with no history of SARS-CoV-2 infection) with antibody levels below a given seropositivity cutoff. This trade-off between sensitivity and specificity was evaluated using receiver operating characteristic (ROC) analysis.

Antibody responses to multiple antigens can be combined to identify individuals with previous SARS-CoV-2 infection using statistical classification or machine learning algorithms. A random forests algorithm was chosen due to its superior classification performance over statistical classifiers such as logistic regression (appendix p 9). Classification algorithms were implemented in R (version 3.4.3). Uncertainty in sensitivity and specificity is quantified in three ways: (i) binomial CIs calculated using Wilson’s method; (ii) 1000-fold repeat cross-validation with a training set comprising two thirds of the data and a disjoint testing set comprising a third of the data; and (iii) cross-panel validation with algorithms trained and tested on disjoint panels of data (appendix p 12).

Differences in measured antibody responses were assessed using a two-sided t test. Correlations between measured antibody responses were assessed using Spearman’s correlation. Differences in classification performance were assessed using McNemar’s test.

**Mathematical model of antibody kinetics**

SARS-CoV-2 antibody kinetics during the first year after symptom onset are described using a previously published mathematical model of the immunological processes underlying the generation and waning of antibody responses following infection. The existing model is adapted to account for the frequent data available in the first weeks of infection, as follows:

\[
\begin{align*}
\frac{dB}{dt} &= -bB, \\
\frac{dP}{dt} &= \rho B - c_p, \\
\frac{dP_i}{dt} &= (1 - \rho) B - c_i, \\
\frac{dA}{dt} &= gP_i - rA
\end{align*}
\]

where \(B\) denotes the level of B lymphocytes, \(b\) is the rate of differentiation of B lymphocytes into antibody secreting plasma cells, \(P\) denotes the level of short-lived plasma cells with rate of decay \(c\), \(P_i\) denotes the level of long-lived plasma cells with rate of decay \(c_i\), \(A\) denotes antibody levels, \(\rho\) is the proportion of plasma cells that are short lived, \(g\) is the rate of generation of antibodies (IgG or IgM) from plasma cells, and \(r\) is the rate of decay of antibody molecules (appendix p 15).

Statistical inference was implemented within a mixed-effects framework allowing for characterisation of the kinetics within each individual while also describing the population-level patterns. On the population level, both the mean and variation in antibody kinetics are accounted for. Models were fitted in a Bayesian framework using Markov chain Monte Carlo methods with priors informed by estimates from long-term studies of antibody kinetics following infection with other coronaviruses (appendix pp 13–14). Predicted antibody levels are presented as posterior medians with 95% credible intervals (Crls).

**Serological surveillance**

Imperfect diagnostic assays can cause bias in seroprevalence estimates. This can be accounted for by statistically adjusting for known values of sensitivity and specificity. A ROC curve obtained from a training dataset consisting of positive and negative samples is described by a sequence of estimated sensitivities and specificities \(\{e_{sens}, e_{spec}\}\), where \(E\) denotes an estimator. \(N\)-fold cross-validation generates \(N\) samples of sensitivity \(\{sens_1, ..., sens_N\}\) for each estimated specificity \(e_{spec}\) and \(N\) samples of specificity \(\{spec_1, ..., spec_N\}\) for each estimated sensitivity \(e_{sens}\). Following a previously outlined approach, for each pair \(i\) of sensitivity and specificity, we obtain \(N\) estimates of the measured seroprevalence \(M_i\) in a scenario with true seroprevalence \(T\) as follows:

\[
M_i = T_{sens_i} + (1 - T)(1 - spec_{i})
\]

The point estimates of sensitivity and specificity can be used to calculate an adjusted estimate of true seroprevalence for each of the \(N\) estimates of the measured seroprevalence \(M_i\):

\[
E(T_{sens}) = \frac{(M_{sens} + E_{spec}) - 1}{E_{sens} + E_{spec} - 1}
\]
with $E(T_{i,n})=0$ if $M_{i,n}<1-E(\text{sens})$. Both the measured seroprevalence $M_i$ and the estimated true seroprevalence $E(T)$ are summarised as medians with 95% ranges. We calculate the expected relative error as

$$\frac{1}{N} \sum_{i=1}^{N} \frac{|E(T_{i,n})-T|}{T}$$

### Role of the funding source

The funder of the study played no role in study design, data collection, data analysis, data interpretation, or writing of the report. All authors had full access to all the data in the study and the corresponding author had final responsibility for the decision to submit for publication.

### Results

For all 14 SARS-CoV-2 biomarkers (seven antigens, IgG and IgM for both), measured responses were significantly higher in samples with RT-qPCR-confirmed infection than in negative control samples (appendix p 5; two-sided $t$ test $p<0.0001$).

The trade-off between sensitivity and specificity obtained by varying the cutoff for seropositivity was investigated using a ROC curve (figure 1A, B) and summarised using area under the ROC curve (figure 1C). Depending on the

![Figure 1: Anti-SARS-CoV-2 antibody responses](#)

ROC curves for IgG antibodies (A) and IgM antibodies (B) obtained by varying the cutoff for seropositivity. Colours correspond to antibodies against different antigens, as shown in panel C. (C) AUC for individual biomarkers. (D) Spearman’s correlation between measured antibody responses. Ad40=adenovirus type 40 hexon (capsid), AUC=area under the ROC curve. FluA=influenza A virus (H1N1) haemagglutinin recombinant antigen. NL63-NP=human coronavirus NL63 NP. SARS-CoV-2 spike glycoprotein receptor-binding domain. Rub=rubella virus-like particles (spike glycoprotein E1, spike glycoprotein E2, and capsid protein). SARS-CoV-2 trimeric spike protein. S1=SARS-CoV-2 spike glycoprotein (S1 domain). S2=SARS-CoV-2 spike glycoprotein (S2 domain). 229E-NP=human coronavirus 229E NP.
characteristics of the desired diagnostic test, different targets for sensitivity and specificity can be considered. The results of three targets are summarised in the appendix (p 11): high sensitivity target enforcing sensitivity greater than 99%, balanced sensitivity and specificity where both are approximately equal, and high specificity target enforcing specificity greater than 99%. Focusing on the high specificity target, anti-trimeric spike (S̃) IgG was the best-performing biomarker with 99·1% specificity (95% CI 97·4–99·7) and 91·6% sensitivity (87·5–94·5). Anti-S̃ IgG provided significantly better classification than all other biomarkers (appendix p 8; McNemar’s test p<10⁻⁷). There was significant correlation between antibody responses against all SARS-CoV-2 antigens, but no significant correlation between antibody responses to SARS-CoV-2 and the seasonal coronaviruses 229E and NL63 (figure 1D).

With 24 biomarkers, there are 156 pairwise comparisons. Figure 2A provides an overview of six pairwise comparisons of antibody responses. The data are noisy, highly correlated, and high dimensional (although only two dimensions are depicted here). We refer to the pattern of antibody responses in multiple dimensions as the serological signature. For all plots of SARS-CoV-2 biomarkers, there are two distinct clusters: antibody responses from negative control samples in the blue cluster in the bottom left, and antibody responses from serum samples from individuals with RT-qPCR-confirmed SARS-CoV-2 infection clustered in the centre and top right.

The classification performance with random forests algorithms of multiplex combinations of antibody responses is shown with ROC curves in figure 2B. Sequentially including data from additional biomarkers

![Figure 2: Serological signatures of SARS-CoV-2 infection](image)

(A) Pairwise serological signatures. Each point denotes a measured antibody response from a sample from Hôpital Bichat (n = 34), health-care workers from Nouvel Hôpital Civil and Hôpital de Haute Pierre in Strasbourg (n = 162), and Hôpital Cochin (n = 63). Negative control samples are included from Thailand (n = 68), Peru (n = 90), and French blood donors (n = 177). (B) ROC curves for multiple biomarker classifiers generated using a random forests algorithm. Biomarkers are added sequentially. Sensitivity was estimated using a random forests classifier. Points and whiskers denote the median and 95% CIs from repeat cross-validation. MFI = median fluorescent intensity. NP = SARS-CoV-2 nucleoprotein. RBD = SARS-CoV-2 spike glycoprotein receptor-binding domain. ROC = receiver operating characteristic. SARS-CoV-2 = severe acute respiratory syndrome coronavirus 2. S̃ = SARS-CoV-2 trimeric spike protein. S2 = SARS-CoV-2 spike glycoprotein (S2 domain). 229E-NP = human coronavirus 229E NP.
leads to significant improvements in classification performance, albeit with diminishing returns in sensitivity (figure 2C; appendix pp 10–11). For example, for the high-specificity target, with a single biomarker (anti-S\textsuperscript{\textgamma} IgG) we can achieve 91·6% (95% CI 87·5–94·5) sensitivity. Including anti-RBD\textsubscript{\textgamma}, IgG increases sensitivity to 95·6% (92·3–97·5). Combinations of five to six biomarkers provide 98·8% (96·5–99·6) sensitivity with 99·3% (97·6–99·8) specificity (figure 2C; appendix pp 10–11).

For individuals with RT-qPCR-confirmed SARS-CoV-2 infection, the model-predicted IgG antibody response to SARS-CoV-2 shows a biphasic pattern of waning for all antigens, with a first rapid phase between 1 and 3 months after symptom onset, followed by a slower rate of waning (appendix p 19). The percentage reduction in antibody level after 1 year was mostly determined by prior information and estimated to be 47·1% (95% CrI 17·5–90·3) for anti-S\textsuperscript{\textgamma} IgG antibodies, with comparable estimates for other antigens (appendix p 21). Sensitivity was assessed using the seropositivity cutoff based on a high-specificity target (>99%). For all antigens considered, we predict that there will be a reduction in sensitivity over time, although there is a large degree of uncertainty (appendix p 19).

We predict that multiplex diagnostic tests will have higher classification performance for longer durations of time than single antigen tests. In particular, we predicted that the sensitivity based on anti-S\textsuperscript{\textgamma} IgG antibody responses after 1 year will be 88·7% (95% CrI 63·4–97·4) and that the sensitivity of a four-antigen multiplex classifier after 1 year will be 96·4% (80·9–100·0; figure 3; appendix pp 21).

For serological diagnosis of individual samples, the aim is typically to optimise sensitivity while enforcing high specificity (>99%). A serological assay that accurately classifies individual samples will also perform well at estimating seroprevalence in populations. However, an assay optimised for individual-level classification is not necessarily optimal for population-level surveillance where the aim is to obtain accurate estimates of true seroprevalence. Figure 4 shows how imperfect diagnostic sensitivity and specificity can cause bias in measured seroprevalence, and how this can be statistically adjusted for. The expected error in adjusted seroprevalence can be minimised by selecting optimal values of sensitivity and specificity. Figure 4A presents ROC curves for a monoplex anti-S\textsuperscript{\textgamma} IgG assay and a multiplex assay using six biomarkers, with quantification of uncertainty via repeated cross-validation (appendix p 11). In an epidemiological scenario with true seroprevalence of 5%, the measured seroprevalence will depend on the assay sensitivity and false-positive rate (ie, 1 – specificity; figure 4B). For a high false-positive rate, the measured seroprevalence overestimates the true seroprevalence. Applying a statistical correction to account for imperfect sensitivity and specificity, we can obtain more accurate estimates of seroprevalence (figure 4C). For both the monoplex and multiplex serological assays, the adjusted estimates are not accurate when the false-positive rate exceeds the true prevalence.

In real-life applications, however, true seroprevalence is not known a priori. For a range of seroprevalence from 0·1% to 100%, figure 4D presents values of the assay’s sensitivity and specificity that have been optimised to minimise the expected relative error. For a monoplex assay based on anti-S\textsuperscript{\textgamma} IgG antibodies, if true seroprevalence is less than 20%, the relative error is minimised when we select specificity greater than 99%. When true seroprevalence is less than 2%, the relative error is minimised when specificity is 100%. For a multiplex serological assay, if true seroprevalence is less than 30%, the relative error is minimised when we implement an algorithm with specificity of 100%. When comparing the expected relative error for the S\textsuperscript{\textgamma} IgG and six-biomarker multiplex assays, the error depends on the possible values of sensitivity and specificity, as well as the uncertainty in these estimates. For true seroprevalence greater than 2%, the monoplex assay has lower error (a consequence of the lower levels of variation in the ROC curve; figure 4A, E). For true seroprevalence less than 2%, the multiplex assay has lower error, a consequence of the high levels of specificity (figure 4D, E).

**Discussion**

Infection with SARS-CoV-2 induces antibodies of multiple isotypes (IgG, IgM, IgA) targeting various epitopes, including spike and nucleoprotein. These biomarkers might exhibit distinct kinetics leading to variation in their diagnostic performance. By measuring...

---

*Figure 3: Model-predicted sensitivity over time*

Proportion of 215 individuals (patients and health-care workers) with RT-qPCR-confirmed SARS-CoV-2 infection testing seropositive over time. A random forests algorithm was used for classification of multiple antigen multiplex data, with antigens added sequentially. The grey shaded region shows the 95% credible interval for the four-antigen multiplex classifier (black line). The x-axis is on a log scale and the y-axis has been rescaled to better differentiate between high values of sensitivity. NP=SARS-CoV-2 nucleoprotein. RBD=SARS-CoV-2 spike glycoprotein receptor-binding domain. RT-qPCR=quantitative RT-PCR. SARS-CoV-2=severe acute respiratory syndrome coronavirus 2. S\textsuperscript{\textgamma}=SARS-CoV-2 trimERIC spike protein. S2=SARS-CoV-2 spike glycoprotein (S2 domain).
multiple biomarkers in large numbers of individuals, it is possible to create a serological signature of previous infection, leading to more accurate serological classification of individuals recently infected with SARS-CoV-2. Although necessarily more complex than a single measured antibody response, such an approach has the potential of providing more accurate classification and being more stable over time.

IgG antibody levels to a single antigen (Stri) can classify samples from individuals previously infected with SARS-CoV-2 with 91.6% (95% CI 87.5–94.5) sensitivity and 99.1% (97.4–99.7) specificity. Measuring additional biomarkers with a multiplex assay can improve classification performance to 98.8% (96.5–99.6) sensitivity and 99.3% (97.6–99.8) specificity. A similar phenomenon is observed for serological diagnosis of HIV, where combining multiple assays can lead to improved accuracy. Multiplex assays provide some of the benefits of combining separate assays, but are subject to the risk that multiple biomarkers measured on the same assay are often correlated.

The reported accuracy of serological tests depends on multiple factors, most notably the validation samples used. Specificity is typically determined by pre-epidemic negative control samples, with the inclusion of greater numbers of samples providing more robust characterisation of specificity. Rather than taking large numbers of samples from a homogeneous population, we encourage the use of multiple negative control panels that are epidemiologically diverse with respect to age and location. Sensitivity is determined by positive control samples. It might be trivial to record high sensitivity when validating with samples from small numbers of individuals with severe symptoms. We encourage the use of multiple positive control panels that are epidemiologically diverse with respect to factors such as age, COVID-19 symptom severity, and time since symptom onset. When comparing the performance of different assays, the ideal approach is to use common serum samples. In the majority of situations where common serum samples are not available, including epidemiological information on validation samples can

Figure 4: Implementation of seroprevalence surveys using monoplex (Stri IgG) and six-biomarker multiplex assays

(A) ROC analysis with cross-validated uncertainty. Solid lines represent median ROC curves and shaded regions represent 95% uncertainty intervals for specificity. The axes have been rescaled to better differentiate between high values of sensitivity and specificity. (B) In a scenario with true seroprevalence of 5%, the measured seroprevalence depends on the false-positive rate. (C) In a scenario with true seroprevalence of 5%, adjusted seroprevalence estimates are obtained by accounting for assay sensitivity and specificity. (D) Across a range of true seroprevalence values, optimal values of sensitivity and specificity can be selected to minimise the expected relative error in seroprevalence surveys. The y-axis has been rescaled to better differentiate between high values of sensitivity and specificity. (E) The expected relative error for optimal values of sensitivity and specificity. ROC=receiver operating characteristic. SARS-CoV-2=severe acute respiratory syndrome coronavirus 2. Stri=SARS-CoV-2 trimeric spike protein.
facilitate more effective comparison between assays.

Analysis of samples from individuals collected up to 5 months after the onset of COVID-19 symptoms indicates that antibody levels are maintained but with substantial waning.\(^2\,5\) The long-term kinetics of the antibody response to SARS-CoV-2 will not be definitively quantified until infected individuals are followed longitudinally for months and even years after RT-qPCR-confirmed infection. While these samples are being collected, mathematical models can provide important insights into how SARS-CoV-2 antibody levels might change over time. Modelling beyond the timeframe for which we have data has its limitations; however, our Bayesian approach benefits from robust quantification of uncertainty accounting for a wide range of future scenarios. Furthermore, this modelling approach provides falsifiable predictions which will allow models to be updated as new data are generated.

A limitation of this study is the absence of samples from individuals collected more than 39 days after symptom onset, and the absence of samples from individuals with RT-qPCR-confirmed asymptomatic SARS-CoV-2 infection. A further limitation is that this assay included antigens for the two alphacoronaviruses (229E, NL63) rather than the more closely related betacoronaviruses (OC43 and HKU1). Given the reported cross-reactivity between SARS-CoV-2 and OC43,\(^7\) it is possible that the inclusion of antigens for other betacoronaviruses might improve classification performance.

The simulations presented here predict that following SARS-CoV-2 infection, antibody responses will increase rapidly 1–2 weeks after symptom onset, with antibody responses peaking within 2–4 weeks. After this peak, antibody responses are predicted to decline according to a biphasic pattern, with rapid decay in the first 3–6 months followed by a slower rate of decay. Model predictions of the rise and peak of antibody response are informed by, and are consistent with, many sources of data.\(^2\,5\) Model predictions of the decay of antibody responses are strongly determined by prior information on longitudinal follow-up of individuals infected with other coronaviruses.\(^6\) Under the scenario that the decay of SARS-CoV-2 antibody responses is similar to that of SARS-CoV, we would expect substantial reductions in antibody levels within the first year after infection. For the seropositivity cutoffs highlighted here, this could cause approximately 10–50% of individuals to test seronegative after 1 year, depending on the exact choice of biomarker and seropositivity cutoff.

This finding presents a potential problem for SARS-CoV-2 serological diagnostics. Most commercially available diagnostic tests compare antibody responses to a fixed seropositivity cutoff. Where these cutoffs have been validated, it is typically by comparison of serum from negative control samples collected pre-epidemic with serum from hospitalised patients in the first weeks of infection (ie, when antibody responses are likely to be at their highest).\(^9\) If we fail to account for antibody kinetics, we risk incorrectly classifying individuals with old infections (eg, >6 months) as being seronegative. This is particularly important for point-of-care rapid serological tests with fixed cutoffs, limited dynamic range, and visual evaluation. If inappropriate tests are used in seroprevalence surveys, there is a risk of substantial underestimation of the proportion of previously infected individuals.

An advantage of continuous multiplex data is that different algorithms can be applied to the same data for different epidemiological applications. We considered multiplex combination of antigens to optimise classification of individual samples against a target of maximising sensitivity given a minimum specificity of 99%. However, a test that is optimal for individual-level classification is not necessarily optimal for population-level use. A recommended target for serological assays for serosurveillance surveys is to minimise the expected error in estimated seroprevalence. For scenarios where true seroprevalence is expected to be low (<10%), we found assays with high specificity (>99%) to be optimal. Notably, this provides a potential solution to the challenge of implementing serosurveillance studies in regions where seroprevalence is expected to be lower than commonly reported false-positive rates.\(^11\) This is possible because our assay allows 100% specificity to be achieved with an accompanying reduction in sensitivity that can be statistically accounted for. In low-seroprevalence settings, there are additional challenges in collecting sufficient numbers of samples to ensure statistically robust estimates.\(^9\)

The analysis presented here is based on data limited to the first 39 days after symptom onset, and the predictions we have made might subsequently be contradicted as more data become available. However, the concepts outlined here of serological signatures of SARS-CoV-2 infection generated by multiplex assays, and mathematical models of antibody kinetics, allow us to plan in advance for some of the future challenges that we might face in SARS-CoV-2 serological surveillance.
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