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The Gibbs-Thomson (GT) equation describes the shift of the crystallization temperature for a confined fluid with respect
to the bulk as a function of pore size. While this century old relation is successfully used to analyze experiments, its
derivations found in the literature often rely on nucleation theory arguments (i.e. kinetics instead of thermodynamics)
or fail to state their assumptions, therefore leading to similar but different expressions. Here, we revisit the derivation
of the GT equation to clarify the system definition, corresponding thermodynamic ensemble, and assumptions made
along the way. We also discuss the role of the thermodynamic conditions in the external reservoir on the final result.
We then turn to numerical simulations of a model system to compute independently the various terms entering in the
GT equation, and compare the predictions of the latter with the melting temperatures determined under confinement by
means of hyper-parallel tempering grand canonical Monte Carlo simulations. We highlight some difficulties related to
the sampling of crystallization under confinement in simulations. Overall, despite its limitations, the GT equation may
provide an interesting alternative route to predict the melting temperature in large pores, using molecular simulations
to evaluate the relevant quantities entering in this equation. This approach could for example be used to investigate
the nanoscale capillary freezing of ionic liquids recently observed experimentally between the tip of an Atomic Force
Microscope and a substrate.

I. INTRODUCTION

Most fluid properties are modified under confinement due
to the interactions with the confining surfaces. Of particular
importance is the shift of phase transitions, which is more pro-
nounced for small pore sizes (large surface to volume ratio).
Such a shift depends on the excess free energies associated
with the interface between the pore walls and both coexisting
phases1. For instance, the capillary condensation of vapor in-
side a pore occurs at a pressure lower than the saturation pres-
sure corresponding to the bulk liquid-vapor equilibrium, with
a shift described by the Kelvin equation2. The crystallization
of confined fluids, such as in freeze-thaw cycles or salt crys-
tallization in porous rocks and stones, is also of great practi-
cal importance to understand weathering in the context of the
durability of civil engineering constructions or the preserva-
tion of cultural heritage. The fact that the crystallization of
a confined fluid occurs at a different temperature than in the
bulk can be exploited to investigate the properties of “super-
cooled” water (even though the confinement also has an influ-
ence on these properties), or to estimate pore size distributions
in complex porous materials, e.g. via NMR-cryoporometry.
Several reviews are available on the effect of confinement on
freezing/melting as probed using experiments and molecular
simulations are available in the literature3,4.

The shift of the melting temperature Tm induced by the con-
finement of the liquid in a slit pore of width H is traditionally
described by the Gibbs-Thomson (GT) equation:

Tm−T b
m

T b
m

=
2(γLW − γSW )

Hρ∆mh
, (1)

a)benjamin.rotenberg@sorbonne-universite.fr

where T b
m is the bulk melting temperature, γLW and γSW are

respectively the liquid-wall and solid-wall surface tensions,
ρ = N/V the density and ∆mh = hL − hS the latent heat of
melting per particle. Since the latter is usually positive, for a
given fluid the sign of the shift is determined by that of the sur-
face tension difference, i.e. the difference in the free energy
cost to create an interface between each of the phases and the
confining walls. This balance is often complex to predict as it
is significantly system-dependent: for example, recent experi-
ments on the capillary freezing of ionic liquids between the tip
of an Atomic Force Microscope (AFM) and a solid substrate
indicate that the switch to a mechanical response typical of a
solid occurs at a distance which depends on the metallicity of
the substrate5.

Even though the GT equation has been used for more than
a century, one finds in the literature a variety of expressions,
which differ not only because they may correspond to differ-
ent geometries but also in the use of the liquid or solid density
in the denominator2,6–16. In addition, its derivations do not al-
ways state explicitly the assumptions that are made at the dif-
ferent steps. We believe that some of the ambiguities that can
be found in the literature are due to the similarity between the
thermodynamic problem of phase equilibrium under confine-
ment, where two phases are stable, and the kinetic problem
of nucleation, where one phase is more stable than the other
but the growth of a nucleus is hindered by the free energy cost
associated with the creation of an interface. Even if these two
aspects have in common the presence of interfaces and asso-
ciated surface free energies and lead to similar expressions,
they correspond to different thermodynamic conditions and
processes (so that the similar expressions correspond to dif-
ferent physical quantities).

From the nucleation point of view, one considers the ki-
netic barrier for the solid to grow from the liquid phase, when
the former is thermodynamically more stable than the latter17.
Classical nucleation theory involves the free energy associated
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with the interface between the two phases and the chemical
potential difference between them at the considered thermo-
dynamic conditions – typically, fixed temperature T and pres-
sure P. The competition between the bulk driving force and
the cost of creating the interface leads (a) to a critical nucleus
size, which also reflects the curvature of the interface and sat-
isfies a relation similar to the GT equation Eq. 1, and (b) to
the corresponding free energy barrier. This barrier controls
the kinetics of the phase transition and explains why the liq-
uid may be cooled down below the bulk melting temperature
without observing crystallization. One can note in passing
that the standard assumption of a spherical nucleus, which is
reasonable for the liquid-vapor transitions, is questionable for
the nucleation of solids, which are faceted objects (leading in
addition to facet-dependent interfacial free energies)18.

For crystallization under confinement, arguments borrow-
ing from this nucleation picture have been proposed to derive
the shift in melting temperature induced by confinement6,7.
However, the GT equation deals with the thermodynamic
equilibrium between the two phases in the presence of con-
fining walls (typically, slit or cylindrical pores). In that case,
the relevant interfaces and associated free energies are not be-
tween the solid and liquid phases but between each of them
and the walls. The interfacial free energies will in general dif-
fer for the confined liquid and the confined solid, so that one
of them is more stable than the other at the bulk melting tem-
perature T b

m . Conversely, the melting temperature Tm under
confinement is shifted with respect to T b

m . These considera-
tions are not related to the formation of an interface between
the two confined phases. As a result, several important simu-
lations studies have performed free energy calculations using
umbrella sampling to probe crystallization under confinement
by estimating the free energy of the confined liquid and crystal
phases without explicitly considering their interface19,20.

In the present work, we propose a derivation of the GT
equation for the crystallization of a liquid confined in a slit
pore, based only on the phase equilibrium of the confined
phases. We discuss in particular the importance of the defi-
nition of the system and of the thermodynamic ensemble cor-
responding to an experimental situation. We then estimate in-
dependently the various terms entering in the GT equation for
a model system and compare the prediction of this equation
to the melting temperature under confinement determined in
simulations. In Section II, we provide a derivation of the GT
equation and discuss the assumptions leading to the final re-
sult. The rest of the article is then devoted to the numerial
study of the phase behaviour of a model system, introduced
in Section III, in order to test the relevance of these assump-
tions and of the GT equation to predict the shift of its melting
temperature. This requires the computation of several quanti-
ties, using complementary strategies as schematized in Fig. 1.
The bulk phase diagram and relevant properties of the bulk
phases are investigated in Section IV. Section V presents the
computation of differences in interfacial free energies under
confinement using a thermodynamic integration approach. Fi-
nally, Section VI discusses crystallization under confinement
by comparing results from Hyper-Parallel Tempering Grand-
Canonical Monte Carlo (HPT-GCMC) simulations with the

prediction of the GT equation.

II. DERIVING THE GIBBS-THOMSON EQUATION
UNDER CONFINEMENT

As mentioned in the previous section, some derivations in
the literature refer to metastable states using arguments related
e.g. to supersaturation or undercooling under given thermody-
namic conditions. In contrast, in the following, we consider
only the equilibrium phases at coexistence and determine the
coexistence line in the space of relevant thermodynamic vari-
ables. The derivation, which largely borrows from that of
Evans et al. for capillary condensation using a slightly dif-
ferent ensemble2,21–24, allows to focus on the effect of the
confining walls (W) on the phase equilibrium. Even though
we consider here the solid-liquid coexistence and a slit-like
pore, it can be easily adapted to different confining geometries
or conditions. The derivation proceeds in two steps. Firstly,
we identify the relevant thermodynamic ensemble and asso-
ciated thermodynamic potential to derive a “confined Clapey-
ron” formula satisfied by the thermodynamic variables along
the coexistence line. Secondly, integration along this line to
connect the bulk conditions to the confined ones leads to the
GT equation.

A. A "confined Clapeyron" approach in the µAW HT
ensemble

Our system of interest corresponds to the experimental
setup of Ref. 5, schematized in Fig. 2, where the tip of an
AFM confines a room temperature ionic liquid that undergoes
capillary freezing at a finite distance H between the tip and the
substrate. The height at which this transition occurs depends
on the nature of the substrate. At the macroscopic level, the
interactions of the subtrate with the confined fluid/solid are
reflected in the surface tensions, as discussed below. Because
of the large radius of curvature of the tip, the region in which
the phase transition occurs can be considered as a slit pore be-
tween two parallel walls. The slit pore has a surface area AW ,
a width H and, hence, a pore volume V = AW H (see the inset
of Fig. 2). In contrast to the experiments in Ref. 5, we will
assume that both confining walls are made of the same mate-
rial, so that their interactions with the confined fluid or solid
are identical. The rest of the liquid in which the AFM tip is
placed can be considered as a macroscopic reservoir, so that
the chemical potential µ is fixed and the number of particles N
in the confined, open system fluctuates. In addition, the whole
system is maintained at a fixed temperature T , so that the ther-
modynamic ensemble corresponding to this experiment is the
µAW HT ensemble. In the following, we consider the relevant
thermodynamic variables both in the liquid and solid phases,
indicated by subscripts L and S, respectively. We emphasize
that these phases are considered separately, i.e. that there is
no interface between them (unlike in nucleation-inspired ap-
proaches).

In the µAW HT ensemble, the thermodynamic potential is
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Gibbs-Thomson equation

Confined HPT-GCMC Bulk phase diagramS/L Thermodynamic Integration

Figure 1. The Gibbs-Thomson equation (see Eq. 12 below) describes the shift of the melting temperature Tm due to confinement, as a
function of the confining distance H. It involves bulk properties (melting temperature, density and melting entropy) as well as interfacial ones
(difference between the liquid-wall and solid-wall surface tensions). In the present work, we estimate these terms independently and compare
the prediction of the GT equation to the melting temperature obtained in hyper-parallel tempering grand-canonical Monte-Carlo simulations
under confinement.

Figure 2. Illustration of a system confined between the tip of an
Atomic Force Microscope and a substrate, as in the experiments of
Ref. 5. From the thermodynamic point of view, it forms an open sys-
tem confined in a slit pore with lateral area AW and distance between
walls H, at a fixed temperature T and chemical potential µ set by the
liquid-gas equilibrium in the reservoir.

the grand potential

Ω =U−T S−µN =−PAW H +2γAW , (2)

with the internal energy

U = T S−PAW H +2γAW +µN , (3)

S the entropy, P the pressure and γ the surface tension. At
coexistence between the liquid and solid phases, the thermo-
dynamic potentials of the two phases are equal, i.e. ΩL = ΩS.
This is not the case of thermodynamic derivatives: introduc-
ing this last equality in Eq. 2, it follows that the pressure in

each phase differ by

PL−PS =
2(γLW − γSW )

H
(4)

which depends on the difference in surface tension between
the liquid and the walls, and between the solid and the walls,
respectively, as well as on the pore size H. We note again that
this difference is not related to the presence of an interface
between the two confined phases.

We now consider the changes in the grand potential asso-
ciated with a change in the thermodynamic variables defining
the ensemble. From the first principle of thermodynamics and
the expressions of the work associated with changes in the
height H and surface area AW , one obtains

dΩ =−SdT −PAW dH +(2γ−PH)dAW −Ndµ . (5)

We then follow the reasoning of the Clausius-Clapeyron equa-
tion, which gives the slope dP/dT of the coexistence line (in
the P, T plane) for a bulk system, and consider an infinites-
imal change in the control variables while staying at coexis-
tence, so that ΩS + dΩS = ΩL + dΩL along this path, giving
dΩS = dΩL. After simplification of the term in dAW using
Eq.4, we obtain

(SL−SS)dT +
2AW (γLW − γSW )

H
dH +(NL−NS)dµ = 0 .

(6)

Equation 6 relates the variations of T , H and µ along the solid-
liquid coexistence. We note that, as expected, Eq. 6 shows that
the confinement effect does not depend on the variations of the
surface area.
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B. Integration along a bulk-to-confined thermodynamic path

In order to obtain the GT equation, we will integrate Eq. 6
from an unconfined, bulk system (H→∞) where the transition
occurs at the bulk melting temperature T b

m , to another point
along the coexistence line with a melting temperature Tm for
a finite distance H between the confining surfaces. This re-
quires introducing some additional setup-specific information
on the thermodynamic conditions in the reservoir, allowing us
to express the dependence of the chemical potential with the
temperature dµ/dT . We thus rearrange Eq. 6 as

dH
H2 =− dT

2(γLW − γSW )

[
(ρLsL−ρSsS)+(ρL−ρS)

dµ

dT

]
,

(7)

where we used the densities ρ = N/V and entropies per par-
ticle s = S/N. Eq. 7 defines the L-S coexistence line under
confinement by the joint variations of H and T . In addition,
unlike in the steps leading to Eq. 6, we will make some as-
sumptions (discussed along the derivation and numerically in
the next sections) on some physical quantities.

In the experiments of Ref. 5, the liquid is in equilibrium
with its vapour, as shown in the right part of Fig. 2. The
chemical potential of the reservoir in equilibrium with the
confined system is fixed by the bulk liquid-gas coexistence,
i.e. µ(T ) = µL(T ) = µG(T ), where the L and G subscripts
refer to the liquid and gas phase, respectively. Its derivative
with respect to temperature is given by (see Appendix A)

dµ

dT
=−

ρb
Lsb

L−ρb
Gsb

G

ρb
L−ρb

G
≈−sb

L , (8)

where the superscript b refers to the bulk (unconfined) liquid
and gas phases. In the case of an isobaric-isothermic liquid
phase, the result would be exactly−sb

L. Introducing Eq. 8 into
Eq. 7, we obtain

dH
H2 =− (ρL−ρS)(sL− sb

L)+ρS(sL− sS)

2(γLW − γSW )
dT . (9)

For sufficiently large confining distances (and corresponding
small shift in the melting temperature Tm−T b

m), one can ap-
proximate the densities and entropies per particle of the con-
fined phases by their bulk counterparts. The first term in the
numerator can safely be neglected (since, in addition to this
assumption, |ρL−ρS| � ρS), and we obtain

dH
H2 =−

ρb
S ∆msb

2(γLW − γSW )
dT , (10)

with ∆msb = sb
L− sb

S the bulk entropy of melting per particle.
The final step to recover the GT equation is to integrate this

equation along a thermodynamic path connecting the confined
system for a finite H and corresponding Tm and an unconfined
one (H → ∞ and bulk melting temperature T b

m). To this end,
we assume that the ratio on the right-hand side is indepen-
dent of temperature and confining distance over the consid-
ered range. This approximation should be accurate at least

for sufficiently large H and corresponding small Tm− T b
m ; it

will be tested numerically and discussed in section IV. Under
these conditions, we can write

+∞∫
H

dH
H2 =−

ρb
S ∆msb

2(γLW − γSW )

T b
m∫

Tm

dT (11)

Noting that in the present case of a liquid-gas equilibrium in
the reservoir the melting temperature is in fact the (bulk) triple
point T b

T , the final result can be written as

Tm(H) = T b
T +

2(γLW − γSW )

Hρb
S ∆msb

. (12)

This derivation can be easily adapted to other geometries or
external reservoir conditions. In the case where the reser-
voir is an isobaric liquid, the first term in the right-hand side
is simply the bulk melting temperature at the corresponding
pressure.

III. MODEL SYSTEM

To assert the validity of the assumptions in the above
derivation (in particular, neglecting the temperature depen-
dence of some quantities), we use molecular simulation to
compute the various terms entering in the GT equation for
a simple system of Lennard-Jones (LJ) particles confined be-
tween unstructured walls. More precisely, in order to avoid the
difficulties associated with the long-range corrections (LRC)
in the computation of physical properties under confinement,
we consider the truncated shifted Lennard-Jones (TSLJ) po-
tential for a pair of atoms i and j at a distance ri j,

uT SLJ
i j (ri j) =

{
ui j(ri j)−ui j(rcut) if ri j < rcut

0 otherwise,
(13)

where rcut is the cutoff radius, and

ui j(ri j) = 4ε

[(
σ

ri j

)12

−
(

σ

ri j

)6
]

(14)

with ε and σ the LJ energy and diameter. The total energy of
the system is then given by

Utot =
1
2 ∑

i
∑

j
uT SLJ

i j (ri j) (15)

where the sums run over all atoms in the system. Simulations
are performed with typical values for argon25: ε = 119.8 K
and σ = 3.405 Å. We employ a cutoff radius rcut = 2.5σ , for
which some data on the phase diagram is available in the lit-
erature. In the following, most quantities will be given in re-
duced LJ units, indicated by a ∗ superscript: r∗ = r/σ for dis-
tances, E∗ = E/ε for energies, T ∗ = kBT/ε for temperatures
(with kB the Boltzmann constant), P∗ = Pσ3/ε for pressures
and γ∗ = γσ2/ε for surface tensions.
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As for the confining medium, we use the unstructured
Steele wall26,27, with parameters corresponding to a mica
surface28, which is for an atom at a distance z from the sur-
face

uSteele(z) = 2πρW εWF σ
2
WF ∆

[
2
5

(
σWF

z

)10

−
(

σWF

z

)4

− σ4
WF

3∆(z+0.61∆)3

]
(16)

where ρ∗W = 1.0 is the atomic density of the material, ε∗WF =√
ε∗W and σ∗WF = (1+σ∗W )/2 are obtained by combining LJ

parameters with surface parameters ε∗W = 7.85 and σ∗W = 1.28,
and ∆∗ = 0.84, corresponds to the distance between atomic
crystal planes. In practice, we use two walls separated by a
distance H which controls the pore size (see Section VI).

The crystalline structure of the Lennard-Jones fluid is a
face-centered cubic phase and the most stable face that crys-
tallises on the Steele wall is the (111) face, with which subse-
quent simulation boxes were initialized. Because crystalliza-
tion is a phenomenon particularly sensitive to the box size, we
worked on crystal configurations consistent between the dif-
ferent techniques. Care was taken to ensure the reversibility
of calculations and to avoid polycrystalline recrystallization:
boxes were initialized from a perfect crystal and liquid con-
figurations were obtained by melting. Simulated systems in
section IV consisted of 4000 atoms per phase in a cubic box
of variable volume; in section V of 4116 atoms with lateral
dimensions L∗x = 16.4, L∗y = 14.2 and a pore size H∗ between
Steele walls fluctuating between 19.5 and 21.5. In Section VI,
we use boxes with L∗x = 21.1, L∗y = 20.3 and different H∗ val-
ues (8.7, 11.6, 14.5, 17.3, 20.2, 23.1, 26.0 and 28.8), covering
a wider range than studies focussing on disjoining pressure
effects, which typically consider pores up to ≈ 10 molecular
diameters.

IV. BULK PROPERTIES

The phase diagram of LJ particles has been extensively
studied25,29–34, mostly using LRC to correct for the use of
a cutoff to compute the interactions. For the TSLJ potential
however, the choice of rcut greatly influences the phase dia-
gram35,36. For example, the use of TSLJ with a cutoff of 2.5σ

results in a critical temperature difference of about 35 K for an
argon fluid with respect to the prediction with LRC25. For this
cutoff value, Vrabec et al.37 computed the liquid-vapor coex-
istence line and determined the critical point, whereas Ahmed
and Sadus35 investigated the solid-liquid coexistence line at
high pressure.

In order to accurately locate the triple point, we recompute
both the liquid-vapor and the solid-liquid portions of the phase
diagram using Gibbs-Duhem Integration (GDI)38. Starting
from a known point on the coexistence line in the (T,P) plane,
a new point is found by integrating the Clausius-Clapeyron

equation

dlnP
dβ

=− ∆rh
Pβ∆rv

, (17)

where β = 1/kBT and ∆rh and ∆rv are the transition enthalpy
and volume per particle, respectively. The right-hand side is
computed on-the-fly in simulations in the NPT ensemble of
two systems corresponding to the two coexisting phases, (i.e.
liquid and vapor, or liquid and solid). More details are given
in Appendix B.

The starting point for the GDI method is crucial: one needs
to accurately identify one point of the coexistence line, be-
cause the integration of Eq. 17 allows to stay on the latter
but not to find it. For the liquid-vapor transition, we start
from a coexistence point at high temperature (T ∗m = 1.00,P∗m =
0.0612± 0.0005), determined using Gibbs-Ensemble Monte
Carlo (GEMC) simulations39,40. GEMC determines the coex-
istence between two phases by exchanging volume and parti-
cles between two systems, until the chemical potential is equal
in the two phases. While efficient for the liquid-vapor equi-
librium, GEMC is insufficient for the liquid-solid one, due to
the low probability of particle exchange. Fortunately, at high
pressure and temperature the difference in the phase behavior
of the LJ with LRC and of the TSLJ potentials becomes negli-
gible. We therefore use as a starting point the results of Kofke
et al. on the LRC-LJ system31: T ∗m = 2.74,P∗m = 36.9.

Fig. 3 shows the resulting phase diagram, together with
the coexistence lines from Vrabec et al.37 and Ahmed and
Sadus35 for comparison. Panel 3a, in the (T ∗,P∗) plane,
demonstrates the very good agreement with available liter-
ature data. Moreover, from our extended range of consid-
ered thermodynamic conditions we can locate the triple point
for the TSLJ with a cutoff of 2.5σ , which corresponds to
T ∗T = 0.62,P∗T = 1.65 10−3. Panel 3b, in the (ρ∗,T ∗) plane,
further shows that the density of the liquid and solid phases
differ by 7-15%, especially at lower temperatures, so that us-
ing ρb

L instead of ρb
S in the GT Eq. 12 leads to a different

estimate of the melting temperature under confinement.

The quantity which enters in the denominator in Eq. 12 is in
fact the product of the bulk solid density with the bulk melt-
ing entropy per particle. The latter can be determined from
the GDI simulations, which provide the enthalpy of the coex-
isting solid and liquid phases, hence ∆ms = ∆mh/Tm. Fig. 4a
shows the product ρS∆ms, as a function of temperature, along
the liquid-solid coexistence line. The GT prediction relies on
the assumption that one can use the value for the bulk co-
existence, ρb

S ∆msb, corresponding in the present case to the
triple point with T ∗T = 0.62. This resulting error is of only
≈ 5% for T ∗= 0.65 but already≈ 13% for T ∗= 0.75. Finally,
Fig. 4b reports the chemical potential determined by Widom
insertion41 as a function of temperature along the liquid-vapor
coexistence line. These values are necessary for the HPT-
GCMC simulations of Section VI, but will not be further com-
mented here.
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Figure 3. Bulk phase diagram of the truncated shifted Lennard-Jones
system with a cutoff of 2.5σ : (a) in the (T ∗,P∗) plane; (b) in the
(ρ∗,T ∗) plane. Our results obtained by Gibbs-Duhem integration
for the liquid-vapor (light blue open circles) and solid-liquid (dark
blue full circles) coexistence lines are compared to the results of
Vrabec et al.37 (orange open squares) and Ahmed and Sadus35 (red
full squares), respectively. All thermodynamic quantities are in LJ
units.

V. CRYSTALLIZATION UNDER CONFINEMENT:
SURFACE TENSION DIFFERENCE

The last term in the GT equation that needs to be computed
in order to predict the temperature shift induced by confine-
ment is the surface tension difference γLW −γSW , which is pos-
itive if the walls favor the solid phase with respect to the liq-
uid phase and negative otherwise. Computing surface tensions
can be done following either a mechanical route through the
stress tensor42,43 or a thermodynamical approach, which uses
the definition of the surface tension as a (Gibbs) free energy
per surface area

γ =

(
∂F

∂AW

)
NV T

=

(
∂G

∂AW

)
NPT

. (18)

In order to avoid difficulties of the mechanical route for

Figure 4. (a) Product of the bulk solid density ρ∗S with the bulk melt-
ing entropy per particle ∆ms∗ along the liquid-solid coexistence line
and (b) chemical potential µ∗ as a function of temperature, along the
liquid-vapor coexistence line (see Fig. 3). All thermodynamic quan-
tities are in LJ units.

solid-solid interfaces44, we use a thermodynamic integration
procedure to obtain γLW −γSW from the Gibbs free energy dif-
ference between the walls in contact with the liquid or the
solid phase. To that end, a bias acting on the system is intro-
duced, providing a handle to drive the phase transition, and
the relevant thermodynamic quantities are computed to obtain
the properties of the unbiased system. Here we use the col-
lective variable Q6, derived from the sixth order Steinhardt
parameters45–51 defined in Appendix C, which quantifies the
average (over the system) local order: a large (resp. low) value
corresponds to an ordered solid (resp. disordered fluid).

Such a procedure is computationally more demanding than
the study of the bulk properties and cannot be performed
systematically as a function of thermodynamic conditions.
Therefore, we first identify suitable conditions in which
both the confined liquid and solid phases are sufficiently
metastable, i.e. close to the coexistence line under confine-
ment, which is not known a priori (see also Section VI). For
example, at the bulk coexistence temperature and pressure
the confined liquid tends to recrystallize, which points to an
increase in the melting temperature under confinement. We
fix the pressure to P∗ = 0.2036 (which corresponds to a bulk
melting temperature T ∗m = 0.638) and perform NPT simula-
tions during which the temperature is slowly increased then
decreased. The evolution of the system density during these
temperature ramps exhibits a pronounced hysteresis pointing
to the metastability of both liquid and solid phases over a fi-
nite temperature range, which is then confirmed by long sim-
ulations (10 ns) of the two phases at the selected temperature
T ∗T I = 0.659. These unbiased simulations also allow to deter-
mine the characteristic values for the collective variable in the
solid and liquid phases (QS

6 = 0.3632 and QL
6 = 0.1425 from

2 ns simulations at T ∗T I), which are then used in the definition
of the bias.

The details of the thermodynamic integration are given in
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Appendix D 2. In a nutshell, it follows a three-step scheme

Biased solid 2. shift bias−−−−−−−−→
λ0→1

Biased liquid

1. introduce bias

xα0→1 α1→0

y3. remove bias

Non-biased solid ∆GT I
−−−−→ Non-biased liquid

in which a bias on the Q6 collective variable is introduced
(via a parameter α rising from 0 to 1), shifted from the solid
to the liquid (via a parameter λ from 0 to 1) and removed (by
decreasing α from 1 to 0). Along the way, one computes the
relevant thermodynamic quantities, which are then integrated
over the whole thermodynamic path (see Eq. 19) to obtain the
Gibbs free energy ∆GT I associated with this transformation
between the non-biased confined solid and liquid phases

∆GT I =

1∫
0

dα

〈
∂U
∂α

〉
NPT ;α,λ=0

+

1∫
0

dλ

〈
∂U
∂λ

〉
NPT ;α=1,λ

−
1∫

0

dα

〈
∂U
∂α

〉
NPT ;α,λ=1

(19)

Since the first and third step introduce/remove a bias of Q6
towards the respective equilibrium values QS

6 and QL
6 , their

contributions to ∆GT I are small (around 1 kJ/mol) and almost
perfectly cancel each other. The final result then arises en-
tirely from the intermediate step, which involves the derivative
〈∂U/∂λ 〉, which is shown as a function of λ in Fig. 5. In prac-
tice, the simulation for a given value of λ is performed starting
from a configuration obtained at a previous value. This may
lead to hysteresis since the path (in configuration space) fol-
lowed during the phase transition may differ in the forward
(solid to liquid) and reverse (liquid to solid) processes. This is
why alternative methods avoiding the explicit transition (such
as the Frenkel-Ladd method52, which involves known refer-
ence states such as the Einstein crystal and the ideal gas) are
generally used33,53–57. The results of Fig. 5 show that with
our choice of thermodynamic path, bias and simulation pa-
rameters (see Appendix D 2 for more details), we achieve a
good reversibility of the transformation. The final result for
the Gibbs free energy difference at T ∗T I and P∗, taking into
account the discretization error for the numerical integrations
in Eq. 19, is ∆GT I∗(T ∗T I) = 50± 28 (in LJ units). This large
uncertainty arises mainly from the numerical estimate of the
integral, due to the jump between λ = 0.3 and 0.4.

The Gibbs free energy difference ∆GT I obtained from the
above thermodynamic integration can be decomposed into
volume and surface contributions:

∆GT I = (∆mH−T ∆mS)+2AW (γLW − γSW )

= ΓbulkAW

(
1− T

T b
m

)
∆mhb +2AW (γLW − γSW ) (20)

where we introduced Γbulk = N/AW − 2Γ the number of
“bulk” atoms per unit surface, with Γ the excess number of

Figure 5. Thermodynamic integration to force phase transition. En-
ergy derivative 〈∂U∗/∂λ 〉 as a function of the biasing variable λ for
the shift of the bias step (in LJ units). Values are given for both
the forward (solid-liquid, red open circles) and backward (liquid-
solid, blue open diamonds) transformations. The black dotted line
is a guide to the eye, with vanishing integral. Typical snapshots for
several λ values are shown, where LJ particles are in pink and the
position of the Steele surfaces is indicated by the solid black lines.

atoms at each interface. The latter can be determined from the
density profiles, as discussed in Appendix D 3. Eq. 20 then
leads to ∆γ∗ = γ∗LW − γ∗SW = 0.40±0.05.

Before turning to the implications for the GT prediction, we
note that for the present system the strong attraction between
the particles and the wall (ε∗WF ≈ 2.8) results in a pronounced
structuration in the vicinity of the surface, with several solid-
like layers even between the wall and the liquid phase (see the
snapshot for λ = 1 in Fig. 5 and the density profiles in Ap-
pendix D 3). This has two important consequences. Firstly,
this probably explains why the surface tension between the
liquid and the wall (covered by a few solid-like layers) is
larger than that between the solid and the wall, i.e. the posi-
tive sign of ∆γ∗. Secondly, the width of these solid-like films
on both sides reduces the effective size of the bulk liquid and
solid regions, assumed to be sufficiently large for the GT equa-
tion to apply.
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VI. CRYSTALLIZATION UNDER CONFINEMENT:
MELTING TEMPERATURE

In the previous sections, we computed the terms entering
in the GT equation 12 and investigated the temperature de-
pendence of some of these terms. Here, we finally compare
the resulting predictions of this equation to the melting tem-
perature for our model system under confinement as a func-
tion of the pore size H with results from Hyper-Parallel Tem-
pering Grand Canonical Monte Carlo (HPT-GCMC) simula-
tions. This technique, explained in detail in Appendix E, runs
parallel replicas at different temperatures, regularly spaced in
β = 1/kBT , each replica being a GCMC simulation (in the
µAW HT ensemble) in contact with a chemical reservoir. To
model the setup described in Section II and Fig 2, the im-
posed chemical potential µ is taken from the liquid-vapor
coexistence at the replica’s temperature (see Fig. 4b). The
exchange between replicas improves the sampling of phase
space. The confidence interval for the melting temperature
Tm is estimated for each pore size from the evolution of the
average number of particles as a function of temperature, as
explained in Appendix E, also supported by visual inspection
of the equilibrated configurations.

Figure 6. Melting temperature T ∗m as a function of the inverse effec-
tive pore size 1/H∗e f f (see text). The red line indicates the prediction
of the GT equation 12 using the results of the previous sections (with
the shaded area illustrating the uncertainty), while the open blue cir-
cles correspond to the direct determination of Tm from HPT-GCMC
simulations, together with their confidence interval (see text and Ap-
pendix E).

In order to compare the results obtained by HPT-GCMC
simulations to the prediction of the GT equation, one needs to
consider the effective width of the pore occupied by the par-
ticles. From the position of the Gibbs dividing surfaces (see

Appendix D 3) located at≈ σ from the Steele walls, we define
H∗e f f = H∗− 2, with H the distance between the positions of
the walls (the difference between H∗e f f and H∗ matters more
in smaller pores, but does not influence the conclusions be-
low). Fig. 6 shows the melting temperature Tm as a function
of 1/H∗e f f , together with the prediction of the GT equation us-
ing the results of Section IV for T b

T and ρS∆msb(T b
T ) and of

Section V for ∆γ(T ∗T I).
One can first note that for large pores, despite the relatively

large confidence interval due to the difficulties to converge
the HPT-GCMC simulations which does not allow us to iden-
tify a trend with temperature, the results are consistent with
the bulk value T b

T in the limit He f f → ∞. In addition, the or-
der of magnitude of the GT predictions is consistent with the
HPT-GCMC results down to very narrow pores (a few molec-
ular diameters). However, the agreement is not quantitative,
even for the larger pores considered in the present work (≈ 20
molecular diameters).

Importantly, though unsurprizingly, the GT equation fails to
capture the transition from a regime dominated by the compe-
tition between volume and interfacial contributions, to a dif-
ferent one for small pores, dominated by disjoining pressure
effects, i.e. the mutual influence of the two interface. Even
though this second regime is not the main focus of the present
work and this is not visible with the considered pore sizes, the
disjoining pressure oscillates due to the finite size of the par-
ticles and the formation of discrete layers at the interfaces, so
that non-trivial effects on the thermodynamic behavior can be
observed8,53,58–61.

Several reasons can be put forward to explain the somewhat
disappointing comparison between the GT prediction and the
HPT-GCMC simulations for large pores. Firstly, there are un-
certainties associated with the determination of the quantities
entering the GT equation, but their combination does not seem
too large in the large-pore regime. Secondly, the GT equation
assumes that these quantities do not depend on the tempera-
ture or equivalently on the pore width. The results on ρb

S ∆msb

as a function of temperature in Section IV suggest that the
effect would be limited to less than 10% in the temperature
range corresponding to large pores. Unfortunately, the other
contribution to the GT slope, ∆γ , could only be determined
at a single temperature T ∗T I (close to but different from T b

T , to
avoid the liquid-vapor coexistence), so that we cannot assess
the effect of T (or H) on the difference in surface tensions.

A further difficulty is that the chosen model system, with
a dramatic ordering of the interfaces due to the strong attrac-
tion with the walls, leads to a small bulk region even for the
larger pores considered here (see the density profiles in Ap-
pendix D 3). This makes it particularly difficult to converge
the HPT-GCMC simulations (the exchange of two replicas is
unfavorable when the difference in the number of molecules,
which increases with system size, is large) and generally in-
creases the computational cost – preventing e.g. the system-
atic study of ∆γ with T or H. One possibility to mitigate
this difficulty would be to consider a different system with
a weaker interaction with the walls, leading to only 2-3 lay-
ers at the interface – more typical of simple liquids on flat
walls than the 7-8 observed here. It is however not easy to
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predict the resulting effect on the magnitude of the tempera-
ture shift. Overall, the difficulties related to the sampling of
crystallization under confinement suggest that evaluating the
relevant quantities separately and using the GT equation may
provide an interesting alternative route to predict the behavior
in large pores from molecular simulations.

VII. CONCLUSION

We revisited the derivation of the Gibbs-Thomson equation
for the crystallization of a liquid confined in a slit pore, in or-
der to clarify the definition of the system and corresponding
thermodynamic ensemble, as well as the assumptions lead-
ing to the final result. We highlighted the importance of the
thermodynamic conditions in the bulk reservoir in equilibrium
with the confined system. We then tested the validity of the
approximations by evaluating the physical quantities entering
the GT equation (bulk density and melting entropy, difference
in interfacial tensions) for a model system and, when possible,
their evolution with the temperature. We finally compared the
prediction of the GT equation, using these estimated proper-
ties, to the melting temperature obtained by HPT-GCMC of
the confined system, as a function of the pore size.

While the chosen model system turned out not to be ideal
for this study, we found that the order of magnitude of the GT
predictions is consistent with the simulations down to very
narrow pores (a few molecular diameters), but is not quanti-
tative even for the larger pores considered (≈ 20 molecular
diameters). Importantly, though unsurprizingly, the GT equa-
tion fails to capture the transition to a different regime for
small pores, dominated by disjoining pressure effects, i.e. the
mutual influence of the two interfaces. Beyond the study of
the GT equation, the present work highlights some difficulties
related to the sampling of crystallization under confinement.
Evaluating the relevant quantities separately and using the GT
equation may provide an interesting alternative route to pre-
dict the behavior in large pores from molecular simulations,
without resorting to computationally intensive techniques to
determine the melting temperature for each confining length.

The accuracy of the approximations leading to the GT equa-
tion depend of course on the nature of the fluid and of its in-
teractions with the walls. However, the present approach to
test them can be applied not only for model fluids such as the
one considered here, but also more complex ones such as wa-
ter or ionic liquids, provided that the relevant solid phases are
known. When several solid phases need to be considered, the
"confined Clapeyron" approach may not be efficient to explore
the full phase diagram of the confined system. The GT equa-
tion in fact also implicitly assumes that a single phase tran-
sition is relevant in the range of considered thermodynamic
conditions.

One could further use molecular simulations to go beyond
some of the assumptions leading to the standard GT equation.
For example, the temperature dependence of the density, melt-
ing entropy and difference in surface tensions could be ex-
plicitly included in the integral along the thermodynamic path
connecting the bulk and confined systems. The evolution of

∆γ with temperature remains however computationally more
demanding than that of the bulk properties reported here. An-
other direction for future work is to investigate other thermo-
dynamic conditions in the reservoir. The case considered here
corresponds to recent experiments on the capillary freezing of
ionic liquids between the tip of an AFM and a substrate in
mind5, but the extension to other conditions or ensemble is
straightforward. For this particular system, we will also need
to consider more realistic models of the liquid and of the sub-
strate, including the effect of its metallicity62,63. Of particu-
lar interest in this context is also the fact that the crystalliza-
tion of confined fluids may also depends on the presence of
an electric field64. Finally, the coupling between phase tran-
sitions under confinement and mechanical properties65 could
similarly be investigated by combining continuum thermody-
namics with molecular simulations to compute the relevant
quantities.
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Appendix A: Calculation of dµ/dT for an external liquid-gas
equilibrium

In order to express the temperature dependence of the
chemical potential, dµ/dT , imposed by the liquid-gas co-
existence in the bulk reservoir, we study the corresponding
bulk system in the µV T ensemble and consider the liquid-
gas transition (the gas phase will be noted with the sub-
script G). The thermodynamic potential is the grand potential
Ω = U − T S− µN = −PV . Along the coexistence line, the
grand potential is equal in the two phases, i.e. ΩG = ΩL, and
so are the associated variations, i.e. dΩG = dΩL. From the
expression of the grand potential, the former equality imme-
diately leads to PG = PL, while the latter results in:

−SGdT −PGdV −NGdµ =−SLdT −PLdV −NLdµ .

Using the equality of pressures, this yields

dµ

dT
=−ρLsL−ρGsG

ρL−ρG
. (A1)

Eq. A1 relates the variations of the chemical potential µ to the
variations of temperature T at the liquid-gas coexistence.

In general, one can expect the density of the liquid to be
larger than that of the gas (ρL� ρG) and the entropy per par-
ticle to be larger for the gas compared to the liquid (sG� sL).
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In order to make further progress, we consider the well-known
van der Waals fluid, which is a good approximation to both the
gas and the liquid phases, and use its equation of state, which
amounts to a modified ideal gas law including an excluded
volume b and an attractive term a. A review of the ideal gas
and van der Waals fluid properties is given in Ref. 66 and gives
the entropy per particle of the van der Waals fluid as

s
kB

= ln
(

1−bρ

ρλ 3

)
+

5
2
, (A2)

where ρ is the density and λ 3 the quantum volume with λ the
De Broglie wavelength. We introduce ερ = ρG/ρL � 1 and
estimate the ratio ρGsG over ρLsL as

ρGsG

ρLsL
=

ερ

[
ln(1−bρG)− ln(ρLλ 3)+5/2

]
− ερ lnερ

ln(1−bρL)− ln(ρLλ 3)+5/2
(A3)

In the limit where ερ → 0 and bρG→ 0 while ρL is large but
fixed, we have ρGsG� ρLsL, so that Eq. A1 can be reasonably
approximated as

dµ

dT
≈−sL . (A4)

A numerical test of this approximation is shown in Fig. 7 for a
van der Waals fluid, using the coexistence properties given
in Ref. 66, for b =

√
2σ3 and a/b = 5πε/9. Results are

expressed in reduced units with respect to the critical tem-
perature Tc = 8a/(27b), pressure pc = a/(27b2) and volume
vc = 3b. Reduced quantities are given in Fig. 7 along with the
relative error made using the approximation in Eq. A4. Val-
ues show an excellent agreement for temperatures small with
respect to Tc and a relative error smaller than 10% on the rel-
evant temperature range.
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Figure 7. Evolution of dµ/dT as a function of temperature in re-
duced units for a van der Waals fluid (µred = µ/pcvc et Tred = T/Tc,
where the c subscript refers to the critical point). Values of dµ/dT
computed by Eq. A1 (open black circles) are compared to −sL using
Eq. A2 (open blue squares). The green solid line is the relative error
corresponding to approximating the former by the latter (Eq. 8), with
values indicated on the right y-axis.

Appendix B: Bulk simulation details

The Gibbs-Duhem Integration method (GDI) method was
implemented using the Python interface to LAMMPS67 which
allowed running two instances in parallel and coupling them
during the run. The integration of the Clausius-Clapeyron
equation (Eq. 17) was done using the predictor-corrector pro-
cedure as described by Kofke et al. in Ref. 38 using steps in
reciprocal temperature dβ = 0.01 for the liquid-vapor curve
and steps in pressure d lnP =−0.4 for the vertical part of the
solid-liquid one to minimize integration errors. Each itera-
tion of the predictor-corrector procedure was 20 ps long (with
a timestep of 2 fs) and after convergence equilibrated data
for ∆h and ∆v were collected for 200 ps. Gibbs-Ensemble
Monte Carlo simulations and Widom insertion method were
also run using an in-house code based on the Python interface
to LAMMPS67 to compute the interactions.

Appendix C: Collective variable Q6

The collective variable considered in this work is based on
the sixth order Steinhardt parameters, which allow to measure
the degree of order in the first coordination shell of a given
atom45–47. We use a continuous version of the Steinhardt pa-
rameter which allows to compute derivatives and is given for
each atom i as the complex vector

q6m(i) =
∑
j

σ(ri j)Y6m(ri j)

∑
j

σ(ri j)
, (C1)

where the sum is on all other atoms j, Y6m is one of the sixth
order spherical harmonics, with m ∈ J−6,6K and σ(ri j) is a
switching function that depends on the distance ri j between
atoms i and j and goes smoothly from 1 to 0 at a cutoff dis-
tance of 1.32σ , selecting only first-shell neighbours of atom
i.

We obtain a collective variable Q6 that characterizes the
whole system by taking the norm of the average vector q6
over all atoms

Q6({ri}) =

√√√√ 6

∑
m=−6

|q6m|2 . (C2)

We used the implementation available in the crystallization
module of PLUMED68,69.

Appendix D: Confined phase transition using thermodynamic
integration

1. Thermodynamic integration in the NPT ensemble

We perform the thermodynamic integration with respect
to the control parameter λ , which changes the total energy
U(rN ;λ ) of the system, in the NPT ensemble. The corre-
sponding thermodynamic potential is the Gibbs free energy
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G(N,P,T ;λ ) = −β−1 ln∆(N,P,T,λ ), with ∆ the partition
function of the isothermal-isobaric ensemble and β = 1/kBT
is the inverse thermal energy. The derivative of G with respect
to λ is

∂G
∂λ

(N,P,T ;λ ) =− β−1

∆(λ )

∂∆(λ )

∂λ

=
1

∆(λ )

βP
Λ3NN!

∫
dV
∫

drN ∂U
∂λ

e−β (U(rN ;λ )+PV )

=

〈
∂U
∂λ

〉
NPT ;λ

(D1)

where the brakets denote an ensemble average at fixed N, P,
T and λ . The Gibbs free energy difference of interest can
therefore be obtained as

∆G = G(λ = 1)−G(λ = 0) =
1∫

0

dλ

〈
∂U
∂λ

〉
NPT ;λ

. (D2)

2. Thermodynamic path

The Hamiltonian U0 is modified by introducing a biasing
potential acting on the collective variable Q6

Ubias(λ ) =
k
2
[
(1−λ )(Q6−QS

6)
2 +λ (Q6−QL

6)
2] (D3)

that will trigger the phase transition. The initial state is
the (free) solid phase and the final state is the (free) liquid
phase. The thermodynamic integration procedure is divided
into three steps:

1. Introduction of the biasing potential: α ∈ [0,1], λ = 0

U(α) =U0 +αUbias(λ = 0) (D4)
∂U(α)

∂α
=

k
2
(Q6−QS

6)
2 (D5)

2. Shift of the bias from the solid to the liquid phase:
α = 1, λ ∈ [0,1]

U(λ ) =U0 +Ubias(λ ) (D6)
∂U(λ )

∂λ
=

k
2
[
(Q6−QL

6)
2− (Q6−QS

6)
2] (D7)

3. Destruction of the biasing potential: α ∈ [1,0], λ = 1

U(α) =U0 +αUbias(λ = 1) (D8)
∂U(α)

∂α
=

k
2
(Q6−QL

6)
2 (D9)

We ran 6 points in α from 0 to 1 (in steps of 0.2) and
11 points in λ from 0 to 1 (in steps of 0.1), using a spring
constant k = 105 kJ/mol. The bias is applied using the open-
source PLUMED library68,69 coupled to the simulation code
MetalWalls70. Each α or λ point was first equilibrated for at
least 20 ps, then run for at least 400 ps. For λ = 0.3, a small
hysteresis was observed, which could be cured by simulated
annealing, i.e. heating the system at T ∗ = 0.751 for 100 ps
and cooling it back to T ∗T I .

3. Surface excess

The separation between volume and surface contributions
to the Gibbs free energy ∆GT I in Eq. 20 requires the com-
putation of the surface excess Γ at each interface (or equiv-
alently the number Γbulk of “bulk” atoms per unit surface of
the system. This can be achieved from the density profiles
ρ(z) across the pore, shown for the liquid and solid phases in
Fig. 8.
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Figure 8. Density profiles across the pore, for the system described
in Section V, for the liquid (red solid line) and the solid (blue dashed
line) phases. The profiles were obtained from equilibrium NPT sim-
ulations of each phase at T ∗T I ; the average position of the walls is
indicated by vertical dotted lines.

The thermodynamic definition of the surface excess is
based on the position of the Gibbs dividing surface (GDS),
zGDS, which corresponds to an equivalent sharp interface be-
tween two homogeneous regions with densities ρwall = 0 (in
the wall) and ρbulk = ρL or ρS in the bulk region of the pore
(averaged over a lattice spacing in the case of the solid phase):∫ zGDS

zwall

(ρ(z)−ρwall)dz =
∫ zbulk

zGDS

(ρ(z)−ρbulk)dz (D10)

with zwall and zbulk two positions in the wall and the bulk
regions, respectively (we take zbulk = 0 in the center of the
pore). The bulk densities of the solid and liquid phases are
ρ∗S = 0.936 and ρ∗L = 0.826. In practice, we find that the
GDS is approximately located near the center of the first den-
sity peak, as expected. The surface excess can then be com-
puted as Γ =

∫ zbulk
zGDS

(ρ(z)− ρbulk)dz, from which we obtain
Γbulk = N/AW −2Γ. Slightly different values of are obtained
from the density profiles for the liquid and the solid phases. In
the main text, we use the average and half difference for our
final estimate of Γ∗bulk = 17.0±0.2 and its uncertainty. Eq. 20
then leads straigthforwardly to the difference ∆γ = γLW − γSW
from ∆GT I and Γbulk.

Appendix E: Hyper-Parallel Tempering Grand Canonical
Monte Carlo simulations (HPT-GCMC)

The hyper parallel tempering technique71 is an extended
version of the parallel tempering method in which replicas of
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the system at different thermodynamic conditions (e.g. tem-
perature, pressure, chemical potential) are considered in par-
allel. This method can be extended to the Grand Canonical
ensemble (constant volume, temperature, and chemical poten-
tial) to determine freezing and melting of a nanoconfined fluid
in equilibrium with a bulk reservoir of the same fluid72,73.
Each of the M replicas consists of the Lennard-Jones fluid at a
given set of temperature/chemical potentials [T,µ] with µ(T )
chosen to correspond to its value at the bulk liquid-gas phase
coexistence (in practice, M = 16 was chosen in the present
work). For each replica, conventional Monte Carlo moves in
the Grand Canonical ensemble are carried out (particle trans-
lation, deletion and insertion). In addition, swap moves be-
tween a configuration 1 (energy U1, N1 particles) in replica A
and configuration 2 (energy U2, N2 particles) in replica B are
attempted. Swapping is accepted or rejected according to the
following Metropolis probability

Pacc(A1,B2→ A2,B1) = min
{

1,
ρA(U2,N2)ρB(U1,N1)

ρA(U1,N1)ρB(U2,N2)

}
(E1)

where ρA(U,N) ∼ V N/Λ3N
A N! × exp[−βA(U − µAN)] and

ρB(U,N)∼V N/Λ3N
B N!×exp[−βB(U−µBN)] are the density

of states in the Grand Canonical ensemble for a system having
a constant volume taken at [TA, µA] and [TB, µB], respectively.
In these expressions, β = 1/kBT is the reciprocal thermal en-
ergy, while ΛA and ΛB are De Broglie thermal wavelengths at
temperatures TA and TB. Eq. E1 then leads to

Pacc (A1,B2→ A2,B1) = min{1,
[

ΛA

ΛB

]3(N1−N2)

×

exp[(βB−βA)(U2−U1)+(βBµB−βAµA)(N1−N2)]}
(E2)

In this work, the temperature of the different replicas were
chosen to correspond to a constant step in the reciprocal tem-
perature β between two successive replicas (roughly corre-
sponding to a temperature step ∆T = 1–3 K). As shown
in Ref. 74, HPT provides an accurate estimate of melt-
ing/freezing if both liquid and crystal configurations are con-
sidered in the initial replicas. In order to quantify the hys-
teresis between melting and freezing for each pore size, we
performed two sets of simulations starting either from only
crystal configurations or only liquid configurations. The con-
vergence is monitored by following the number of atoms.
Swapping between the crystal and liquid at different tem-
peratures/chemical potentials improves the sampling of phase
space, although it remains limited once the replicas have di-
verged in terms of number of particles and energy.

A confidence interval for the melting temperature Tm can
be obtained by identifying the transition region between solid
(at low T ) and liquid (at high T ) phases. To that end, we an-
alyze the average number of atoms per replica for each pore
size, as illustrated in Fig. 9 for H∗ = 11.6. The approximately
linear evolution of the number N with temperature in the low
and high temperature regions corresponds to the thermal ex-
pansion of the solid and liquid phases (also illustrated by typ-
ical snapshots in Fig. 9), respectively. Even though these two

Figure 9. Average number of atoms N in each HPT-GCMC replica as
a function of the replica’s temperature T ∗ for a pore size H∗ = 11.6.
The two sets of data are obtained starting either from crystal (black
circles) or liquid (red triangles) configurations in all replicas. Black
dashed lines are linear fits to the low and high temperature regions,
which are used to locate the melting temperature Tm (blue shaded
area indicating the confidence interval). The snapshots illustrate typ-
ical crystal (top right) and liquid (bottom) configurations.

regimes are identical in the two sets of simulations starting
from only crystal or only liquid configurations, we observe a
hysteresis in the transition region. The corresponding range
of temperatures is used as our confidence interval for Tm, re-
ported for all pore sizes in Fig. 6.

DATA AVAILABILITY

The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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