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1. The VB wave function and the BOVB method 

The Valence Bond (VB) wave function is generally defined as the following. An active 

space of electrons is defined, which will occupy strictly local non-orthogonal orbitals, 

while the remaining (inactive) electrons occupy by pairs delocalized Molecular Orbitals. 

The VB wave function is then defined as an expansion onto a non-redundant set of 

classical valence bond structures, each structure being defined by a particular occupancy 

of the VB orbital set together with a specific spin coupling. A complete set of structures 

is then obtained by considering all possible (non-redundant) ways of distributing all 

active electrons into all active orbitals with a given spin-coupling, and the full VB wave 

function then expresses as:  

ΨVB = c1F1 + c2F2 + c3F3 + … cNFN                             (1) 

where N is the total number of non-redundant structures.  

Because the active VB orbitals are defined as atom or fragment centered, Classical VB 

wave functions thus achieve a quantum dressing of Lewis’ model, each VB structure 

mapping a specific Lewis structure. This unique feature conveys to computed Classical 

VB wave functions direct interpretative capabilities, at the cost of dealing with non-

orthogonal orbitals in order to ensure strict localization of the active VB orbitals. In this 

study, only the M–B bond pair is considered as active, so the problem is a simple two 

singlet-coupled electron in two strictly localized orbital problem. All B-H bonding 

electrons were treated as inactive, through doubly occupied delocalized Molecular 

Orbitals (MOs).  
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In the BOVB method, the structure coefficients (cN) and all the orbital coefficients onto 

the basis are simultaneously optimized to minimize the total energy following the 

variational principle. Besides, different sets of orbitals are used for different structures, 

which allows the orbitals to fluctuate in size and shape, so as to fit the instantaneous 

charges of the atoms on which these orbitals are located. This so-called “breathing orbital 

effect” brings into the VB wave function the necessary differential dynamical correlation 

to calculate accurate dissociation and resonance energies. The BOVB method has been 

extensively applied on many different systems over the time, and shown to provide 

consistently good observables for electronic ground states,[1,2] but also as shown more 

recently for excited states.[3] Different levels of the BOVB method exist. In this work, the 

U-D-BOVB level has been used, where “U” means “Unrestricted”, and “D” that inactive 

orbitals are delocalized. Similarly to the standard D-BOVB method, different structures 

have different sets of orbitals, but in addition alpha and beta orbitals in each structure are 

also differentiated orbitals. By doing so, such a VB wave function no longer maps 

standard Lewis structures, but it rather maps Linnett structures,[4] which in particular in 

some radical molecules appears as a more adequate yet compact model to describe their 

electronic structure.[5] This U-D-BOVB method has previously shown to be particularly 

relevant in cases of two center three electron bonds,[6] which are of the same physical 

nature as two center one electron bonds that has been postulated as a component of the 

Na–B bond in NaBH3
–. Going from standard (“restricted”) VBSCF and BOVB levels to U-

VBSCF and U-D-BOVB levels respectively has resulted in substantial improvements in 

BDE and RECS of NaBH3
–. As such, the latter method has been selected and used 

throughout this study. More introductory details about BOVB and other “Classical” VB 

methods, together with an introduction to the XMVB program including commented 

input and outputs for several example cases and practical recommendations, can be 

found in a recent Valence Bond tutorial.[7]  

  



 

2. The VB definition of covalent, ionic, and dative bonding  

 
Scheme S1. VB interaction diagrams for: a) the Heitler-London function (also called covalent 
structure), b) a polar-covalent bond, c) a ionic bond, d) a Dative bond.  

In Valence Bond theory, the 2 center – 2 electron (2c,2e) bonds are classified in three 

main families of bonding, the (polar-)covalent, ionic, and charge shift bonding (CSB) 

families.[8,9] In the case of a (polar-)covalent bond, the wave-function is dominated by the 

covalent VB structure, Scheme S1a. This structure, that is akin to the original Heitler-

London function,[10] is a combination with equal coefficient of two alternating spin-

determinant. The DHL quantity in the diagram corresponds to the energy difference 

between the covalent structure and one of the two spin-determinants computed 

separately, but at the same equilibrium geometry. This quantity thus corresponds to the 

energy stabilization arising from the mixing of the two alternate spin-determinant, and 

could therefore be termed “spin-exchange stabilization energy”. This effect is at the root 

of covalent bonding, and DHL in a genuine (polar-)covalent bond is usually very large. 

This DHL quantity is also called “in situ” covalent bonding energy, because it measures 

the bond strength energy right at the equilibrium geometry. The full VB interaction 

diagram for a (polar-)covalent case is displayed in Scheme S1b. The Dcov quantity here 

corresponds to the energy stabilization of the covalent structure by respect to the separate 

fragments in the homolytic dissociation limit. In neutral covalent bonded systems, Dcov is 

usually smaller than DHL, because it is mitigated by the Pauli repulsion that build up 

between the interacting fragments from infinite separation to the equilibrium distance. 



The difference between Dcov and DHL provides a combined energetic measure of the 

electrostatic and Pauli repulsion interactions between the fragments. For a polar-

(covalent) bond, secondary ionic structures also mix into the VB wave function, but this 

resonance mixing, RECS terms in Scheme S1, only lead to a secondary extra energy 

stabilization, the total Bond Dissociation Energy (BDE) being dominated by Dcov in this 

first family of (2c,2e) bonds. A similar situation occurs for an ionic bond (Scheme S1c), 

where this time one of the ionic structures dominates the wave function at equilibrium 

distance, and thus the BDE mainly arises from the electrostatic stabilization of the ion 

pair, RECS being here also a secondary component of the total BDE. The case of a 

“genuine” Dative bond, such as in the H3N:→BH3 prototype, is last depicted in Scheme 

S1d. For Dative bonded systems a so-called “no bond” structure, corresponding to the 

heterolytic dissociation limit of the system (H3N: + BH3 in this example), is the major 

structure in the VB wave function from the dissociation limit up to equilibrium distance. 

However, quite in opposition to the case of a ionic bond, the stabilization of this major 

structure alone when the two fragments approach one another, i.e. the D“no bond” term in 

Scheme S1c, comes out to be only a secondary component of the total BDE, the latter 

being dominated by the resonance energy stabilization RECS between the major “no 

bond” and a minor “covalent” structure. As such, standard Dative bonds appear as a 

particular subclass of the “Charge Shift Bonding” family in the VB classification, which 

group all cases of two center bonds where the RECS is the major source of bonding.[9] 

Hence, the polar-covalent and Dative bonding mechanisms appear as very different in 

the VB classification, and could be unambiguously distinguished when working with 

classical VB wave functions.  

 

3. Computational details 

The high level ab initio BOVB method[1,11] has been used throughout this study, a method 

which incorporates both static and dynamical correlation at the orbital optimization step. 

BOVB single points calculations were carried out with the non-orthogonal Valence Bond 

XMVB 3.0 program,[12,13] using CCSD geometries optimized with the Gaussian 09 

program.[14] The same def2-TZVP basis set has been used in all calculations. The 

dissociation energy curves of Figure 1 were obtained by rigid scan of the Na–B bond 

length from the equilibrium geometry. The U-VBSCF level was used for qualitative orbital 



analysis, because it displays a unique set of active orbitals common to all structures. The 

obtained U-VBSCF orbitals (Figure 2) were plotted (isoval=0.05 a.u) using the GaussView 

software.[15] QTAIM analyses was carried out with the Multiwfn program,[16] using the 

CCSD and BOVB densities. In order to decompose the dipole moment into the local 

contributions coming from the Na and BH3 fragments, the dipole moment of the isolated 

fragments was calculated using the respective orbitals obtained for structure 1 in the 

BOVB ground state wave function of the NaBH3
- molecule.  

 

Table S1. Bond dissociation energies (BDE), in kcal/mol, at the BOVB and CCSD(T) levels of 
theory in the same basis set (def2-TZVP). The CCSD/def2-TZVP geometries were employed in 
these calculations.  

dissociation path 
BDE 

BOVB CCSD(T) 
LiBH3

- → Li- + BH3 20.37 20.25 
LiBH3

- → Li + BH3
- 35.80 37.09 

NaBH3
- → Na- + BH3 16.83 15.72 

NaBH3
- → Na + BH3

- 36.39 34.66 
KBH3

- → K- + BH3 10.20 13.83 
KBH3

- → K + BH3
- 30.21 29.92 

 

 

 

Figure S1. Optimized geometries obtained at the CCSD/def2-TZVP level of theory of: a) [LiBH3]-

; b) [NaBH3]- and c) [KBH3]-. 

  



 

Table S2. Cartesian coordinates (in Å) of the studied systems obtained at the CCSD/def2-TZVP 
level of theory. 

[LiBH3]- 

 B          0.000000      0.000000      0.000000 
 H          1.035312      0.597687     -0.158210 
 H         -0.000000     -1.195446     -0.158210 
 H         -1.035263      0.597762     -0.158210 
 Li          0.000808      0.000500      2.485766 
[NaBH3]- 
 B          0.000000      0.000000      0.000000 
 H          1.037164      0.598776     -0.116449 
 H         -0.000000     -1.197595     -0.116449 
 H         -1.037132      0.598819     -0.116449 
 Na         0.000837      0.000480      2.771828 
[KBH3]- 
 B          0.000000     -0.000000      0.000000 
 H          1.038600      0.599644     -0.073942 
 H          0.000000     -1.199268     -0.073942 
 H         -1.038586      0.599653     -0.073942 
 K          0.001767      0.000945      3.211892 
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