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a b s t r a c t 

In recent years, specific cortical networks have been proposed to be crucial for sustaining consciousness, including 

the posterior hot zone and frontoparietal resting state networks (RSN). Here, we computationally evaluate the rel- 

ative contributions of three RSNs – the default mode network (DMN), the salience network (SAL), and the central 

executive network (CEN) – to consciousness and its loss during propofol anaesthesia. Specifically, we use dynamic 

causal modelling (DCM) of 10 min of high-density EEG recordings ( N = 10, 4 males) obtained during behavioural 

responsiveness, unconsciousness and post-anaesthetic recovery to characterise differences in effective connectiv- 

ity within frontal areas, the posterior ‘hot zone’, frontoparietal connections, and between-RSN connections. We 

estimate – for the first time – a large DCM model (LAR) of resting EEG, combining the three RSNs into a rich club 

of interconnectivity. Consistent with the hot zone theory, our findings demonstrate reductions in inter-RSN con- 

nectivity in the parietal cortex. Within the DMN itself, the strongest reductions are in feed-forward frontoparietal 

and parietal connections at the precuneus node. Within the SAL and CEN, loss of consciousness generates small 

increases in bidirectional connectivity. Using novel DCM leave-one-out cross-validation, we show that the most 

consistent out-of-sample predictions of the state of consciousness come from a key set of frontoparietal connec- 

tions. This finding also generalises to unseen data collected during post-anaesthetic recovery. Our findings provide 

new, computational evidence for the importance of the posterior hot zone in explaining the loss of consciousness, 

highlighting also the distinct role of frontoparietal connectivity in underpinning conscious responsiveness, and 

consequently, suggest a dissociation between the mechanisms most prominently associated with explaining the 

contrast between conscious awareness and unconsciousness, and those maintaining consciousness. 
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. Introduction 

Several cortical network-level mechanisms have been proposed to

xplain human consciousness and its loss, of which two, in particular,
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ave received an increasing amount of interest and evidence. On the one

and, empirical studies have suggested that the loss of consciousness

LOC) 1 is associated with disruptions of within- and between-network

onnectivity in cortical areas associated with large-scale frontoparietal
1 We acknowledge that anaesthetic-induced loss of consciousness (LOC) may 

ctually be anaesthetic-induced loss of behavioural responsiveness (LOBR), as 

.g. volitional mental imagery or dreaming may take place during the anaes- 

hetic state. The participants were, however, asked afterwards if they had any 

ecall of dreams etc., which they did not report. Thus, here, we follow the typical 

onvention in anaesthesia-literature and refer to this state as LOC. 
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etworks ( Bor and Seth, 2012 ; Laureys and Schiff, 2012 ). On the other,

emporo-parieto-occipital areas – colloquially named as ‘the posterior

ot zone’ – has been shown to be important in mediating changes in

onsciousness during sleep ( Siclari et al., 2017 ; Lee et al., 2019 ), and

n patients with brain damage ( Vanhaudenhuyse et al., 2010 ; Wu et al.,

015 ). 

In this context, general anaesthetics are a powerful tool to inves-

igate alterations in brain connectivity during changes in the state of

onsciousness (see Bonhomme et al., 2019 for a recent review). In-

eed, several previous studies have utilised anaesthetic drugs in in-

estigating brain dynamics in both functional and effective/directed

onnectivity studies and suggested multiple explanatory mechanisms

f the LOC. Note that here, effective connectivity is defined following

 Friston, 2011 ) and ( Razi and Friston, 2016 ) as a causal influence (in a

ontrol theory sense) of one neural population over another and func-

ional connectivity as undirected statistical dependencies between dis-

inct neurophysiological events. Some of these studies have suggested

 breakdown of thalamo-cortical connections and disrupted frontopari-

tal networks ( Boveroux et al., 2010 ; Schrouff et al., 2011 ). Others have

ound disruptions in frontal areas ( Guldenmund et al., 2016 ), dimin-

shed frontoparietal feedback connectivity ( Lee et al., 2009 ; Lee et al.,

015 ), and increased frontoparietal connectivity ( Barrett et al., 2012 ).

o bring computational evidence to bear upon this discussion, we adopt

ne of the most commonly used methods for understanding effective

onnectivity, dynamic causal modelling (DCM; Friston et al., 2003 ), to

ssess cortical network-level mechanisms involved in the LOC, and eval-

ate the evidence for the posterior hot zone. 

There are relatively few studies assessing resting state effec-

ive connectivity with DCM during anaesthetic-induced unconscious-

ess, but a recent fMRI study identified impaired subcortico-cortical

onnectivity between globus pallidus and posterior cingulate (PCC)

odes, but no cortico-cortical modulations ( Crone et al., 2017 ).

oly et al. (2012) found a decrease in feedback connectivity from frontal

dorsal anterior cingulate; dACC) to parietal (PCC) nodes. Both of these

tudies, however, evaluated relatively simple models in terms of cortical

ources (excluding subcortical nodes), consisting of only two such nodes

an anterior and a posterior node. Consequently, they do not allow us

o compare the role of the posterior hot zone to other potential cortical

echanisms underpinning consciousness. 

Here, we address this gap by modelling changes in key resting state

etworks (RSN) - the default mode network (DMN), the salience net-

ork (SAL), and the central executive network (CEN), due to uncon-

ciousness induced by propofol, a common clinical anaesthetic. We em-

loy a novel methodological combination of DCM for resting EEG cross-

pectral densities (CSD; Friston et al., 2012 ; Moran et al., 2009 ) and

arametric Empirical Bayes (PEB; Friston et al., 2016 ), to better esti-

ate model parameters (and their distributions) and prune redundant

onnections. Within this framework, we invert - for the first time - a

ingle large-scale model of EEG, consisting of 14 RSN nodes, in ad-

ition to the individual RSNs themselves ( Fig. 1 ). This allows us to

valuate the role of different subgroups of intra- and inter-RSN con-

ections in the modulation of consciousness. Further, we apply robust

eave-one-subject-out-cross-validation (LOSOCV) on DCM model param-

ters, to evaluate hypotheses about whether specific sets of connec-

ions within and between frontal and parietal nodes are not only able

o explain changes between states of consciousness, but also to predict

he state of consciousness from unseen EEG data. Using this combina-

ion of computational modelling, cross-validation and hypothesis test-

ng, we indicate the importance of the posterior hot zone in explain-

ng the loss of consciousness, while highlighting also the distinct role

f frontoparietal connectivity in underpinning conscious responsive-

ess. Consequently, we demonstrate a dissociation between the mech-

nisms most prominently associated with explaining the contrast be-

ween conscious awareness and unconsciousness, and those maintaining

onsciousness. 
2 
. Methods 

.1. Data acquisition and preprocessing 

The data used in the present work were acquired from a previous

ropofol anaesthesia study, which describes the experimental design

nd data collection procedure in detail ( Murphy et al., 2011 ). The study

as approved by the Ethics Committee of the Faculty of Medicine of the

niversity of Liège, and written consent was obtained from all the partic-

pants. None of the participants suffered from mental illness, drug addic-

ion, asthma, motion sickness, nor had a history of mental illness or suf-

ered from any previous problems with anaesthesia. The data consisted

f 15 min of spontaneous, eyes-closed high-density EEG recordings (256

hannels, EGI) from 10 participants (mean age 22 ± 2 years, 4 males) in

our different states of consciousness: behavioural responsiveness, seda-

ion (Ramsay scale score 3, slower responses to command), loss of con-

ciousness with clinical unconsciousness (Ramsay scale score 5–6, no

esponse to command), and recovery of consciousness ( Ramsay et al.,

974 ). Note that for the recovery state, the data consisted of 9 datasets.

articipants were considered to be fully awake if the response to verbal

ommand (‘squeeze my hand’) was clear and strong (Ramsay 2), and in

OC, if there was no response (Ramsay 5–6). The Ramsay scale verbal

ommands were repeated twice at each level of consciousness. Propo-

ol was infused through an intravenous catheter placed into a vein of

he right hand or forearm, and the propofol plasma and effect-site con-

entrations were estimated with 3.87 ± 1.39 mcg/mL average arterial

lood concentration of propofol for LOC. Here, we only modelled data

rom the maximally different anaesthetic states, behavioural responsive-

ess and LOC, and used recovery as a test of DCM model generalisation.

hese data can be made available after signing a formal data-sharing

greement with the University of Liège. 

Data from channels from the neck, cheeks, and forehead were dis-

arded as they contributed most of the movement-related noise, leaving

73 channels on the scalp for the analysis. These 173 electrodes were

o-registered to a template MRI mesh in MNI coordinates, and the vol-

me conduction model of the head was based on the Boundary Element

ethod (BEM). The raw EEG signals were filtered between 0.5–45 Hz

ith additional line noise removal at 50 Hz using a notch filter. The

ecordings were then downsampled to 250 Hz, and abnormally noisy

hannels and epochs were identified by calculating their normalised

ariance, and then manually rejected or retained by visual inspection.

ast, the data were then re-referenced using the average reference. 

.2. Dynamic causal modelling 

For the DCM modelling of the high-density EEG data, the first 60

rtefact-free 10-second epochs in wakeful behavioural responsiveness

nd LOC were combined into one dataset with two anaesthetic states

aking up a total of 120 epochs per participant. The preprocessed data

as imported in to SPM12 (Wellcome Trust Centre for Human Neu-

oimaging; www.fil.ion.ucl.ac.uk/spm/software/spm12 ). 

To analyse effective connectivity within the brain’s resting state

etworks, DCM for EEG cross-spectral densities (CSD) was applied

 Friston et al., 2012 ; Moran et al., 2009 ). Briefly, with this method,

he observed cross-spectral densities in the EEG data are explained by

 generative model that combines a biologically plausible neural mass

odel with an electrophysiological forward model mapping the under-

ying neural states to the observed data. Each node in the proposed DCM

odels – that is, each electromagnetic source – consists of three neural

ubpopulations, each loosely associated with a specific cortical layer;

yramidal cells, inhibitory interneurons and spiny stellate cells (ERP

odel; Moran et al., 2013 ). DCM does not simply estimate the activity

t a particular source at a particular point in time – instead, the idea is

o model the source activity over time, in terms of interacting inhibitory

nd excitatory populations of neurons. 

http://www.fil.ion.ucl.ac.uk/spm/software/spm12


R. Ihalainen, O. Gosseries, F.V. de Steen et al. NeuroImage 231 (2021) 117841 

Fig. 1. Full model schematics and node locations. A. Schematic view of the large DCM model consisting of the 14 nodes and connections combining three RSNs. 

Inter-RSN connections were specified between PCC/precuneus and bi-lateral superior parietal nodes, and between PCC/precuneus and anterior cingulate cortex. B-D. 

Location of the nodes and the schematic representation of the full model for DMN, SAL, and CEN, respectively. 
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The subpopulations within each node are connected to each other

ia intrinsic connections, while nodes are connected to each other via

xtrinsic connections. Three types of extrinsic connections are defined,

ach differing in terms of their origin and target layers/subpopulation:

orward connections targeting spiny stellate cells in the granular layer,
3 
ackward connections targeting pyramidal cells and inhibitory interneu-

ons in both supra- and infragranular layers, and lateral connections tar-

eting all subpopulations. This laminar specificity in the extrinsic corti-

al connections partly defines the hierarchical organisation in the brain.

enerally speaking, the backward connections are thought to have more
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Table 1 

All the nodes and their corresponding MNI coordinates for the three resting 

state networks (adapted from Razi et al., 2017 ). The large model incorporated 

all these nodes as a single model. 

Network Coordinates (in mm) 

Default Mode Network x y z 

1 Left lateral parietal − 46 − 66 30 

2 Right lateral parietal 49 − 63 33 

3 Posterior cingulate/Precuneus 0 − 52 7 

4 Medial prefrontal − 1 54 27 

Salience Network 

1 Left lateral parietal − 62 − 45 30 

2 Right lateral parietal 62 − 45 30 

3 Dorsal anterior cingulate 0 21 36 

4 Left anterior PFC − 35 45 30 

5 Right anterior PFC 32 45 30 

Central Executive Network 

1 Left superior parietal − 50 − 51 45 

2 Right superior parietal 50 − 51 45 

3 Dorsal medial PFC 0 24 46 

4 Left anterior PFC − 44 45 0 

5 Right anterior PFC 44 45 0 
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nhibitory and largely modulatory effect in the nodes they target (top-

own connections), while forward connections are viewed as having a

trong driving effect (bottom-up; Salin and Bullier, 1995 ; Sherman and

uillery, 1998 ). 

The dynamics of hidden states in each node are described by second-

rder differential equations which depend on both, the parametrised in-

rinsic and extrinsic connection strengths. This enables the computation

f the linear mapping from the endogenous neuronal fluctuations to the

EG sensor spectral densities, and consequently, enables the modelling

f differences in the spectra due to changes in the underlying neuro-

hysiologically meaningful parameters describing, for example, the in-

rinsic and extrinsic connectivity of coupled neuronal populations (i.e.

ources) and their physiology. Here, for straight-forward interpretabil-

ty, we have focused on the changes in extrinsic connections as a result

f changes in the state of consciousness. It should be noted that we did

ot fix any of the other parameters typically estimated by DCM using

he ERP-model, rather, we estimated all our models using the default

CM setting (for further information about EEG DCM, see for example

riston et al., 2012 ; Kiebel et al., 2008 ; Moran et al., 2007 ; Moran et al.,

009 ). Nevertheless, from here on, we focus on the extrinsic connectiv-

ty parameters and their modulations referring to them as ‘parameters’.

.3. Model specification 

Fitting a DCM model requires the specification of the anatomical

ocations of the nodes/sources a priori. Here, we modelled three canon-

cal RSNs associated with consciousness (see for example Boly et al.,

008 ; Heine et al., 2012 ), namely the Default Mode Network (DMN),

he Salience Network (SAL), and the Central Executive Network (CEN).

n addition, we modelled a fourth large-scale network (LAR) com-

ining all the nodes and connections in the three RSNs above, with

dditional inter-RSN connections motivated by structural connectiv-

ty (details below). The node locations of the three RSNs mod-

lled here were taken from Razi et al. (2017) and are shown in

ig. 1 with their respective schematic representations (the node loca-

ions in Fig. 1 and the effective connectivity modulations in Figs. 4 A,

 A, 6 A, and 7 A were visualized with the BrainNet Viewer ( Xia et al.,

013 , http://www.nitrc.org/projects/bnv/ ). The MNI coordinates are

isted in table 1 . Coincidentally, these same data have been previously

ource localised to the same locations as some of the key nodes in the

SNs modelled here ( Murphy et al., 2011 ). We treated each node as a

atch on the cortical surface for constructing the forward model (‘IMG’

ption in SPM12; Daunizeau et al., 2009 ). 
4 
Nodes in the 3 RSNs were connected via forward, backward, and lat-

ral connections as described in David et al. (2006 , 2005 ). Thus, each

ode (in each RSN-model) were modelled as a point source with the

euronal activity being controlled by operations following the Jansen-

it model ( Jansen and Rit, 1995 ). Note that all our models were fully

onnected. In addition to preserving the connections within the nodes of

he original 3 RSNs, in the LAR, we additionally hypothesised potential

onnections between the 3 RSNs. Previous structural connectivity stud-

es have identified a highly interconnected network of RSN hubs that

eem to play a crucial role in integrating information in the brain, often

ermed the ‘rich-club’ ( van den Heuvel and Sporns, 2011 ). Specifically,

an den Heuvel and colleagues localised a number of these key-hubs

o regions comprising of the precuneus, superior lateral parietal cor-

ices, and superior frontal cortex, thus, to some extent overlapping with

ome of the key-nodes in our RSN models. Therefore, as a structurally-

nformed way to investigate the potential anaesthesia-induced modula-

ions of effective connectivity between the 3 RSNs, we specified – in ad-

ition to the already-specified connections in our RSNs – bi-directional

onnections between PCC/precuneus and left/right superior parietal

odes (connecting DMN and CEN), and between PCC/precuneus and

nterior cingulate cortex (connecting DMN and SAL). 

These three different types of connections in each model were spec-

fied in what is referred in the DCM literature as the ‘A-matrix’. In addi-

ion, to explicitly parameterise the effect of the session – i.e. the effect

f the anaesthetic – on the connections, we allowed every connection to

hange (specified in the ‘B-matrix’). 

.4. Model inversion 

In DCM, model inversion refers to fitting the models to best explain

he empirical data of each participant’s dataset, and thereby inferring

 full probability density over the possible values of model parameters

with the expected values and covariance). Here, we first modelled the

ffects of propofol in terms of changes in connectivity that explained

he differences in the empirical data observed in LOC as compared to

ehavioural responsiveness baseline ( Fig. 3 A). The EEG data used con-

ained considerable peaks at the alpha range (8–12 Hz), and the default

arameter settings in DCM for CSD failed to produce satisfactory fits to

hese peaks when inspected visually (see van Wijk et al., 2018 , p. 824).

o address this issue, we doubled the number of maximum iterations

o 256 and estimated the models with two adjustments to the hyper-

arameters: first, we set the shape of the neural innovations (i.e. the

aseline neuronal activity) to flat ( − 32) instead of the default mixture

f white and pink (1/f) components ( Moran et al., 2009 ). Second, we

ncreased the noise precision value from 8 to 12 to bias the inversion

rocess towards accuracy over complexity (see Friston et al., 2012 and

oran et al., 2009 for a detailed description of DCM for cross-spectral

ensities). In addition, for LAR the number of spatial modes was in-

reased to 14 instead of the default of 8. The modes here refer to a

eduction of the dimensionality of the data (done for computational ef-

ciency) by projecting the data onto the principal components of the

rior covariance, such that a maximum amount of information is re-

ained ( David et al., 2006 ; Fastenrath et al., 2009 ; Kiebel et al., 2008 ). 

These adjustments led to our full models (i.e. DMN, SAL, CEN, and

AR) converging with satisfactory fits (inspected visually) to the spec-

rum for 30/40 subject model instances (similar fits to what can be seen

s the end result in Fig. 2 ). We then applied Bayesian Parameter Av-

raging (BPA) for each of the full models separately, averaging over

he posteriors from the subject model instances that did converge and

etting these averaged posteriors as new priors for the respective non-

onverged subject model instances. Estimating these subject model in-

tances again with these BPA-derived priors produced satisfactory fits

or all 10 remaining instances. Finally, we estimated all the full models

gain for all the participants with setting the posteriors from the earlier

ubject model estimations as updated priors, but this time with the neu-

al innovations and noise precision set back to default settings. In doing

http://www.nitrc.org/projects/bnv/
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Fig. 2. Average model fits. A-D. Subject-averaged power spectra of the observed EEG channel-space data, juxtaposed with that predicted by the fitted DCM models 

of each RSN, in normal behavioural responsiveness and LOC. Individual lines reflect spatial modes. 
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Fig. 3. Modelling pipelines. A. The pipeline for inverting the DCM models in 

terms of changes in connectivity that explain the differences in the empirical 

data observed in LOC as compared to wakeful consciousness baseline. The DCM 

model inversion was followed by PEB modelling with BMR to find the most par- 

simonious model and the modulatory effects on the group-level effective con- 

nectivity. B. The pipeline for inverting the DCM models separately for individual 

states of consciousness. This was done as a prerequisite for the LOSOCV classi- 

fication with PEB modelling. 

i  
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o, all the models produced satisfactory fits with the default parameter

ettings for all of the participants (see Fig. 2 ). 

To validate that the priors we used in the final inversion were suit-

ble, we compared the group-level model evidence obtained with and

ithout the adjusted noise levels. With all full models, the default hy-

erparameter settings with the updated priors generated better model

vidence (difference in free energies for LAR, DMN, SAL, and CEN were

 47,260, + 9440, + 15,700, and + 660, respectively). To qualitatively as-

ess the model fits, the observed and model-predicted cross-spectra were

isually compared in each participant and judged to be sufficiently sim-

lar. To be sure about our conclusions, we also performed the PEB mod-

lling (see below) leaving out the fitted subject model instances that

roduced the worst fits (1–2 per model); this had no notable influence

n the interpretation of the results. The same approach was followed

hen inverting the full models separately for individual states of con-

ciousness ( Fig. 3 B); in addition to the full models, here the BPA was

lso restricted to the same state of consciousness. The model-predicted

nd original spectral densities averaged over participants are shown in

ig. 2 A, B, C, and D for LAR, DMN, SAL, and CEN, respectively. 

.5. Parametric Empirical Bayes 

In DCM, a variational Bayesian scheme called Variational Laplace is

sed to approximate the conditional or posterior density over the pa-

ameters given by the model inversion process, by maximizing a lower

ound (the negative free energy) on the log-evidence ( Friston et al.,

007 ). The Parametric Empirical Bayes (PEB) framework is a relatively

ecent supplement to the DCM procedure used, for example, to infer

he commonalities and differences across subjects ( Friston et al., 2016 ).

riefly, the subject-specific parameters of interest (here, effective con-

ectivity between nodes in a DCM model) are taken to the group-level

nd modelled using a General Linear Model (GLM), partitioning the

etween-subject variability into designed effects and unexplained ran-

om effects captured by the covariance component. The focus is on us-
5 
ng Bayesian model reduction (BMR) – a particularly efficient form of

ayesian model selection (BMS) – to enable inversion of multiple models

f a single dataset and a single hierarchical Bayesian model of multiple

atasets that conveys both the estimated connection strengths and their

ncertainty (posterior covariance). As such, it is argued that hypothe-

es about commonalities and differences across subjects can be tested

ith more precise parameter estimates than with traditional frequentist

omparisons ( Friston et al., 2016 ). 
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A particular advantage of PEB is that as part of the BMR process –

hen no strong a priori hypotheses about the model structure exist, as in

he present study – a greedy search can be used to compare the negative

ree energies for the reduced models, iteratively discarding parameters

hat do not contribute to the free energy (originally ‘post-hoc DCM anal-

sis’, Friston and Penny, 2011 ; Rosa et al., 2012 ). The procedure stops

hen discarding any parameters starts to decrease the negative free en-

rgy, returning the model that most effectively trades-off goodness of

t and model complexity in explaining the data. Last, a Bayesian Model

verage (BMA) is calculated over the best 256 models weighted by their

odel evidence (from the final iteration of the greedy search). For each

onnection, a posterior probability for the connection being present vs.

bsent is calculated by comparing evidence from all the models in which

he parameter is switched on versus all the models in which it is switched

ff. Here, we applied a threshold of > 0.99 posterior probability, in other

ords, connections with over 0.99 posterior probability were retained. 

For the DCMs that were fitted to the contrast between two states

f consciousness using the procedure described in the previous section,

e used PEB for second-level comparisons and Bayesian model reduc-

ion to find the most parsimonious model that explained the contrast

y pruning away redundant connections. The focus was explicitly on

he group-level comparison of the connectivity modulations (B-matrix).

he whole sequence of steps is summarized in Fig. 3 A. 

.6. Leave-one-out cross-validation paradigm 

As a crucial form of validation of our modelling framework, we in-

estigated which network connections are predictive of the state of con-

ciousness in unseen data. We adapted a standard approach in com-

utational statistics, leave-one-subject-out cross-validation (LOSOCV;

pm_dcm_loo.m). Here, we iteratively fitted a multivariate linear model

as described in detail in Friston et al., 2016 ) to provide the posterior

redictive density over connectivity changes, which was then used to

valuate the posterior belief of the explanatory variable for the left-

ut participant: in the present case, the probability of the consciousness

tate-class membership. 

To conduct LOSOCV analysis, the DCM models were now fitted to

ach state of consciousness separately, as shown in the procedure visu-

lised in Fig. 3 B. To cross-validate a fitted DCM model, both datasets

rom one participant were left-out each time before conducting PEB

or the training data set, and the optimised empirical priors were then

sed to predict the state of consciousness (behavioural responsive-

ess/LOC) to which the datasets from the left-out participant belonged

see Friston et al., 2016 for details). This procedure, repeated for each

articipant, generated probabilities of state affiliation, which were used

o calculate the Receiver Operating Characteristic (ROC) curves and

rea Under the Curve (AUC) values with 95% point-wise confidence

ounds across the cross-validation runs (see MATLAB perfcurve ).
n addition, the corresponding binary classification accuracy was cal-

ulated as the sum of true positives and true negatives divided by the

um of all assigned categories, i.e. (TP + TN) / (TP + TN + FP + FN), where

P = true positive, TN = true negative, FP = false positive, and FN = false

egative. 

We first estimated LOSOCV metrics for all connections in all mod-

ls. Next, LOSOCV metrics of subsets of hypothesis-driven connections

ere tested; the connections were divided into frontal, parietal, fron-

oparietal, and between-RSN subsets, based on the anatomical location

f the connected nodes. The rationale was to investigate where in the

rain the most consistent inter-subject-level effects were located, in ad-

ition to the largest effect sizes identified by the PEB analysis. 

Finally, we extended our validation of the DCM models by introduc-

ng a more difficult classification problem: we used the DCM parameters

rom responsiveness and LOC for training, and then tested them on un-

een data collected during the post-drug recovery state of each subject

recovery state prediction). Again during training, both datasets (be-

avioural responsiveness/LOC) from one participant were left-out each
6 
ime before conducting PEB, and the optimised empirical priors were

hen used to predict the state of consciousness to which the recovery-

ataset from the left-out participant belonged. We hypothesised that if

ur modelled effects are valid, it should classify the recovery state as be-

avioural responsiveness rather than LOC - even though recovery is not

dentical to normal wakeful responsiveness, it is clearly closer to normal

esponsiveness than LOC. Here, we used recall - as calculated by (true

ositive) / (true positive + false positive) - and mean posterior probabil-

ty for responsiveness to quantify classification performance. The 95%

Is were calculated over the posterior probabilities using a simple ap-

roximation for the unbiased sample standard deviation ( Gurland and

ripathi, 1971 ). 

. Results 

.1. Dynamic causal modelling and parametric empirical Bayes 

Our goal was to investigate the effective connectivity modulations

aused by anaesthesia-induced loss of consciousness on three rest-

ng state networks together and separately. We modelled time-series

ecorded from two states of consciousness – wakeful behavioural re-

ponsiveness and loss of consciousness (LOC) – with DCM for CSD at a

ingle-subject level, followed by PEB at the group-level. In doing so, we

stimated the change in effective connectivity with RSNs during LOC,

elative to behavioural responsiveness before anaesthesia. For the DMN,

e estimated 12 inter-node connections, and for both SAL and CEN 16

onnections. With LAR, in addition to including all the connections in

ach RSN, additional connections were specified to model the modula-

ory effects of anaesthesia on between-RSN connections, increasing the

stimated inter-node connections to fifty. 

Following the inversion of the second-level PEB model, a greedy

earch was implemented to prune away connections that did not con-

ribute significantly to the free energy using BMR. This procedure was

erformed for LAR and for all the three resting state networks separately.

he most parsimonious model (A) and estimated log scaling parameters

B) for LAR, DMN, SAL, and CEN are shown in Figs. 4–7 , respectively.

ere, we applied a threshold of > 0.99 for the posterior probability; in

ther words, connections that were pruned by BMR and connections

ith lower than 0.99 posterior probability with their respective log scal-

ng parameter are faded out ( Figs. 4 B- 7 B). 

Of the fifty connections in the large model ( Fig. 4 ), five were pruned

way by BMR. The results indicate that typically effective connectivity

ecreased going from behavioural responsiveness to LOC between nodes

n the DMN, with parietal connections showing consistent and large

ecreases. Similarly, between-RSN parietal connections linking DMN

nd CEN also decreased. Backward connections between the dACC and

CC/precuneus, linking the DMN and SAL, increased slightly. A clear

ajority of connections forming the SAL and CEN networks increased. 

On inverting the DMN separately ( Fig. 5 ), we found that no connec-

ions were pruned away by BMR. In other words, all of the effective

onnectivity in the DMN was modulated by the loss of consciousness. In

articular, forward connectivity to and from PCC/precuneus largely de-

reased, whereas direct parietofrontal forward connectivity from lateral

arietal cortices to the medial prefrontal cortex was increased. Back-

ard connectivity between all the sources was increased. 

In contrast, seven connections out of 16 were pruned away from the

ull SAL model when it was inverted separately ( Fig. 6 ). These consisted

f all but one lateral connections between both, the lateral prefrontal

odes and lateral parietal nodes, and all but one backward connec-

ion originating from the dACC. The strength of change in connectivity

ithin the SAL was lower than in DMN, and all but one of the retained

onnections showed an increase in strength when losing consciousness.

When inverting the CEN separately, two connections were pruned

way ( Fig. 7 ). Most of the retained connections showed a small increase

n strength, with the largest effects in frontoparietal connections from

he dmPFC to the left superior parietal cortex. Further, right hemisphere
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Fig. 4. Estimated model parameters for LAR. A. Effective connectivity modulations on the most parsimonious LAR model. 5 connections were pruned away by BMR 

and a further 8 had lower than 0.99 posterior probability of being present. Colour shows modulation strength and direction. B. The log scaling parameters for the 

connections in the large model after BMR and BMA. Connections that were pruned by BMR and connections with lower than 0.99 posterior probability with their 

respective log scaling parameter are faded out. 

Fig. 5. Estimated model parameters for DMN. A. Effective connectivity modulations on the most parsimonious DMN model. Colour of connections show strength 

and direction of modulation. None of the connections were pruned away, and only one connection had lower than 0.99 posterior probability. B. The log scaling 

parameters for the connections in DMN after BMR and BMA. The below-threshold posterior probability connection with its corresponding log scaling parameter is 

faded out. 
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rontoparietal connections showed more modulatory changes than left

emisphere connections. 

.2. Leave-one-subject-out cross-validation 

To conduct LOSOCV, the DCM models were inverted again, this time

or each state of consciousness in each subject separately. With the states

odelled separately, PEB was conducted repeatedly (on the training set

n each cross-validation run) alongside LOSOCV analysis to generate

UC values (see Methods). The AUC/ROC values for all full models are

hown in Fig. 8 A, and table 2 shows all tested AUC values with accu-

acy for all tested sets of connections. The results indicate that leave-

ne-subject-out cross-validated predictions based on the LAR and SAL

odels had accuracy significantly different from chance, i.e. with the

ower bound of the 95% CI of the AUC above chance. However, for pre-
7 
ictions based on the DMN and CEN, the lower bound of the 95% CI of

he predictions did not exceed chance. 

To understand whether specific connections within cortical brain

etworks were driving changes in consciousness, we evaluated the pre-

ictive power of four different hypothesis-driven subsets of connections

frontal, parietal, frontoparietal, or between-RSN – to predict the two

tates of consciousness in left-out subjects. As shown in Fig. 8 B, fron-

oparietal connectivity in LAR, DMN, and SAL produced the best predic-

ions of the state of consciousness with LOSOCV. Further, the posterior

ubset in the SAL performed statistically better than chance. None of the

ubsets in the CEN reached statistical significance. 

Finally, the predictive power of these RSN connectivity subsets were

ested in a more difficult classification problem: each model subset was

rained on behavioural responsiveness and LOC, and then tested on the

reviously unseen ‘recovery’ state, the data which was collected after
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Fig. 6. Estimated model parameters for SAL. A. Effective connectivity modulations on the most parsimonious model for SAL. 7 connections were pruned by BMR. 

B. The log scaling parameters for the connections in SAL. Several connections were pruned away (faded out). The retained connections were almost all positive 

modulations, but smaller in strength than in the DMN. 

Fig. 7. Estimated model parameters for CEN. A. Effective connectivity modulations on the most parsimonious model for CEN. 2 connections were redundant in 

addition to 2 connections having lower than 0.99 posterior probability for being switched on. B. The log scaling parameters for the connections in CEN. Pruned 

connections and low posterior probability connections with the corresponding log scaling parameters are faded out. Effects on the remaining connections were almost 

all positive modulations, with strengths in-between those observed in the SAL and DMN. 
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he participant regained consciousness. In Fig. 9 A and B each data point

epresents one participant. Fig. 9 A shows the mean posterior proba-

ilities of the recovery state being correctly classified as behavioural

esponsiveness when using all connections in a model as predictors.

ig. 9 B shows the same results for the frontal, parietal, frontoparietal,

nd between-RSN connections as predictors. When predicting with all

onnections, only classifications based on all connections in LAR per-

ormed significantly better than chance. With the hypothesis-driven sub-
8 
ets of connections, frontoparietal connectivity within the DMN gener-

lised best to the recovery state. Only one other subset – parietal connec-

ions in SAL – performed significantly better than chance, and almost as

ell as frontoparietal DMN connectivity (0.82 vs. 0.79 posterior proba-

ility). All subsets with LAR performed statistically better than chance,

owever, with poor mean posterior probability values in comparison to

MN frontoparietal and SAL parietal connections. Table 2 shows the

ean posterior probabilities and the corresponding recall values for all
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Fig. 8. The AUC values for classifying the state of consciousness in LOSOCV paradigm. A. For the full models, only predictions based on LAR and SAL performed 

statistically better than chance (red dashed line), with classifications based on the connections in SAL reaching the overall best prediction. The error bars represent 

the 95% point-wise CI calculated using leave-one-out cross-validation for both A and B (MATLAB perfcurve) . B. AUC values for hypothesis-driven connections 

for all models in LOSOCV paradigm. The DMN is missing frontal connections as it had only one anterior node. Best prediction performance was obtained with 

frontoparietal connections in LAR, DMN, and SAL. Further, predictions based on posterior SAL connections reached statistical significance. 

Table 2 

AUC (accuracy) values calculated with LOSOCV, and mean posterior probabilities (recall) in the 

recovery state, for all connections, all hypothesis-driven connection subsets (frontal, parietal, 

frontoparietal, and between-RSN connections), and all models. No values are given if no such 

connection-subsets exist for the model. Accuracy/recall values were not calculated for connec- 

tion subsets with performance close to chance (between 0.4 and 0.6). ∗ indicates significance 

estimated at 95% confidence intervals in both AUC and posterior probability. 

Model Responsiveness/LOC Recovery 

AUC (Accuracy) Mean PP. (Recall) 

All connections All connections 

Large network 0.78 (0.80) ∗ 0.67 (0.78) ∗ 

Default mode network 0.71 (0.70) 0.59 (–) 

Salience network 0.82 (0.80) ∗ 0.61 (0.78) 

Central executive network 0.68 (0.70) 0.61 (0.89) 

Frontal Parietal Frontal Parietal 

Large network 0.42 (–) 0.70 (0.65) 0.62 (0.89) ∗ 0.57 (–) ∗ 

Default mode network – 0.61 (0.65) – 0.59 (–) 

Salience network 0.72 (0.65) 0.76 (0.65) ∗ 0.61 (0.89) 0.79 (0.89) ∗ 

Central executive network 0.56 (–) 0.46 (–) 0.47 (–) 0.60 (–) 

Frontoparietal BRSN Frontoparietal BRSN 

Large network 0.79 (0.80) ∗ 0.38 (0.55) 0.61 (1.00) ∗ 0.55 (–) ∗ 

Default mode network 0.84 (0.85) ∗ – 0.82 (0.89) ∗ –

Salience network 0.81 (0.75) ∗ – 0.60 (–) –

Central executive network 0.75 (0.70) – 0.49 (–) –
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he tested connection sets and for all models. We verified that the pre-

ictive accuracy (of the unseen recovery state) was not driven by subject

ffects or bias, as evident in the individual posterior probabilities plotted

n Figs. 9 C and 9 D. 

. Discussion 

We computationally evaluated the evidence for the posterior hot

one theory of consciousness by modelling the relative contributions of

hree resting state networks (DMN, SAL, and CEN) for propofol-induced

OC. Using the recently introduced PEB framework, we characterised

odulations in effective connectivity accompanying the loss of con-

ciousness within and between these key RSNs. We found a selective

reakdown of posterior parietal and medial feedforward frontoparietal

onnectivity within the DMN, and of parietal inter-network connectiv-

ty linking DMN and CEN. These results contribute to the current under-

tanding of anaesthetic-induced LOC, and more generally to the discus-

ion of whether the neural correlates of consciousness have an anterior

ontribution ( Del Cul, Dehaene, Reyes, Bravo, and Slachevsky, 2009 ),

re predominantly frontoparietal ( Bor and Seth, 2012 ; Chennu et al.,

014 ; Chennu et al., 2016 ; Laureys and Schiff, 2012 ), or pos-

erior ( Koch et al., 2016a ; Koch et al., 2016b ; Siclari et al.,

017 ). 

We used a novel DCM-based cross-validation to establish the pre-

ictive validity of our models, addressing an issue commonly present
9 
n DCM studies, including previous consciousness-related DCM studies

 that the best model identified by BMS is only the best model amongst

he models tested. Significant generalisation performance with cross-

alidation increases the level of confidence we can ascribe to our re-

ults. This analysis highlighted that frontoparietal effective connectivity

onsistently generated accurate predictions of individual states of con-

ciousness. Furthermore, we demonstrated generalisation of this predic-

ive power by showing that effective frontoparietal connectivity within

he DMN and parietal connectivity within the SAL predicted the state of

onsciousness in unseen data from the post-anaesthetic recovery state. 

With the large model combining all 3 RSNs, we observed consis-

ent and wide-spread decreases in connectivity between posterior DMN

odes and between parietal connections linking DMN and CEN ( Fig. 4 ).

ith the individual RSNs, we observed a selective breakdown of the

MN, specifically, decreases in feedforward connectivity to and from

CC/precuneus ( Fig. 5 ). It is worth highlighting that most decreases in

ffective connectivity - both when the RSNs were modelled individu-

lly and as one large network - were between nodes located within the

osterior hot zone, and related specifically to PCC/precuneus – a key

tructure in the hot zone (Koch et al., 2016; Siclari et al., 2017 ). In

ther words, the network-level breakdown characterising the difference

etween behavioural responsiveness and LOC was mostly located within

he parietal hot zone. 

In the SAL and CEN networks, when fitted on their own, several

onnections were pruned away by BMR, with small increases in the ma-
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Fig. 9. Mean posterior probabilities for prediction of recovery data. On panels A and B the individual data points represent individual participants. A. Predictions 

based on all connections in LAR performed better than chance (red dashed line). Data points representing participants are laid over a 1.96 SEM (95% confidence 

interval over posterior probabilities) in red with the black lines marking the mean. B. Mean posterior probabilities for hypothesis-driven connection subsets of all 

models in the recovery state: top labels refer to frontal (Fr), frontoparietal (Frp), parietal (P), and between-RSN (bRSN) connections. DMN frontoparietal connectivity 

had the best performance across all sets and all models. Parietal connections in SAL performed statistically better than chance but with lower posterior probability 

value in comparison to DMN frontoparitetal connections. All subsets with LAR performed statistically better than chance, however, with poor posterior probability 

values in comparison to DMN frontoparietal and SAL parietal connections. C-D. Posterior probabilities predicted for individual datasets, based on all connections (C) 

and on hypothesis-driven subsets (D). In Panel D, the individual bars depict different connection subsets: frontal, frontoparietal, parietal, and between-RSN in LAR, 

frontoparietal and parietal in DMN, and frontal, frontoparietal, and parietal in SAL and CEN. 
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ority of preserved connections; 1 
4 of the connections in CEN and al-

ost half of the connections in SAL (7 out of 16) were pruned, in con-

rast to the DMN in which no connections were pruned ( Figs. 6 and 7 ).

he same pattern was present, although to a smaller degree, when the

hree RSNs were estimated together (LAR): fewest of the connections

runed were in the DMN, when compared with the SAL and CEN net-

orks. This highlights the relative importance of the DMN over the SAL

nd CEN in explaining differences between states of consciousness and

s consistent with the previous evidence from disorders of conscious-

ess ( Crone et al., 2011 ; Fernández-Espejo et al., 2012 ; Laureys, 2005 ;

aureys et al., 1999 ), anaesthesia ( Boveroux et al., 2010 ), and sleep

 Horovitz et al., 2009 ). 

It is important to note, however, that there are multiple possible ap-

roaches to parameter estimation in DCM, both at the individual and

t the group-level. The joint estimation method we chose utilises BMR

nd PEB. An alternative would be a step-by-step approach, which uses

ndividually-estimated RSN posteriors as fixed priors when fitting the

AR, thereby reducing the number of free parameters. The joint esti-

ation method hence enables us to fit comparatively larger models,

ut potentially with a risk of a more complex free energy landscape

 Litvak et al., 2019 ). Due to these modelling choices, we have limited

ur granularity of our inference to models and cortical regions within

hem, instead of interpreting the posterior densities of all possible fitted

i  

10 
odel parameters. The fact that we were able to demonstrate out-of-

ample generalisation using our fitted models gave us confidence that

he methodology was valid. 

Keeping the above in mind, we did find that PCC/precuneus-related

eedforward connectivity in the DMN is impaired during LOC. This is

n contrast to two previous DCM studies of propofol anaesthesia, which

ave suggested either selective impairments in frontoparietal feedback

onnectivity from dACC to PCC ( Boly et al., 2012 ), or subcortico-cortical

odulations from globus pallidus to PCC ( Crone et al., 2017 ). However,

here are major methodological differences between the present study

nd the previous two that could explain these different results. Firstly,

he examined model space was different. Secondly, both previous stud-

es used models with only two cortical nodes summarising activity of

rontal and parietal regions. They did not implement a wide search over

 large model space using BMR and instead focused on evaluating a small

umber of hypothesis-specific models. We adopted a broader approach

o model formulation and evaluation. In doing so, we expand upon these

revious results by suggesting a selective breakdown of PCC/precuneus-

elated forward connectivity within the DMN. Our results differed from

oly et al. (2012) even when the direct connections between dACC and

CC/precuneus were modelled (in LAR) – we found an increase in feed-

ack connectivity from dACC to PCC/precuneus and a small, low prob-

bility decrease in feed-forward connectivity. Our results are, however,

n line with previous studies showing increased frontoparietal connec-
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ivity with partial directed coherence ( Maksimow et al., 2014 ) and with

ranger Causality ( Barrett et al., 2012 ; Nicolaou et al., 2012 ) during

naesthesia. 

It is noteworthy that impaired feedforward connectivity has

een suggested to be the main modulation caused by propofol-

naesthesia in a recent DCM study with TMS-evoked potentials by

anders et al. (2018) . Their models consisted of 6 cortical sources (bi-

ateral inferior occipital gyrus (IOG), bilateral dorsolateral PFC, and bi-

ateral superior parietal lobule (SPL). They found predominantly im-

aired feedforward connectivity from right IOG to right SPL (specifically

ith theta/alpha-gamma coupling). Although they suggested that rest-

ng state activity was driven by feedback connectivity, while induced

esponses were driven by feedforward connectivity, it may be that re-

tricting modulations to just two free parameters (connections) in the

ortex simplifies the effects of propofol-induced LOC to the degree that

hey differ from estimations of more complex models. 

Finally, the observed increase in effective connectivity between spe-

ific nodes (especially front-to-back) has been suggested previously to

e due to the drug-specific effects of propofol rather than changes in

tates of consciousness ( Långsjö et al., 2012 ; Maksimow et al., 2014 ).

ence, it may be that the relatively uniform increases in connectivity in

he SAL and CEN, and the increased feedback connectivity in the DMN,

ere specific to propofol. 

While the results of the LOSOCV cross-validation should be inter-

reted with caution given the limited number of participants in our

tudy, the results indicated that, when using all connections, the above-

hance prediction performance of conscious state was only obtained

ith LAR and SAL, with the latter performing the best ( Fig. 8 A). With

maller, hypothesis-driven subsets, we found that the frontoparietal con-

ections provided consistently the most accurate predictions in all mod-

ls except the CEN ( Fig. 8 B). When predicting the unseen state of re-

overy ( Fig. 9 B), frontoparietal DMN connections performed the best,

ollowed by parietal connections in SAL. It is worth highlighting that

he frontoparietal DMN and parietal SAL connections predict the state

orrectly, even when the state actually differs from the true training

tate; recovery differs from normal wakeful responsiveness not only be-

aviourally, but also in terms of the residual propofol in the blood. How-

ver, the participants are conscious and responsive, and thus, recovery

s considered as a state clearly closer to normal wakeful responsiveness

han LOC. 

Taken together, our prediction results highlighted an important role

or frontoparietal connections. This is perhaps not surprising, as wake-

ul awareness is known to recruit the DMN ( Raichle and Snyder, 2007 );

aintaining a state of conscious responsiveness requires an interaction

etween the posterior hot zone (the role of which is highlighted when

odelling the change between states) and frontal areas, mediated by the

rontoparietal connections. Previous literature has suggested dynamic

hanges in connectivity between brain networks during cognitive con-

rol ( Cocchi et al., 2013 ; Leech et al., 2012 ) and anaesthetic-induced loss

f consciousness ( Luppi et al., 2019 ). The importance of frontoparietal

onnections in the present study when predicting states of behavioural

esponsiveness – a state of higher integration than LOC – is consis-

ent with the notion that conscious, behavioural responsiveness requires

 brain-wide “global workspace ” supported by the frontoparietal net-

ork ( Baars, 1997 ; Dehaene and Changeux, 2011 ; Dehaene et al., 2011 ;

ashour et al., 2020 ). Hence, it is perhaps no surprise that the role of

rontoparietal connections became prominent when we predicted indi-

idual states of consciousness rather than the contrast between them. 

A number of previous studies have suggested a pivotal role of sub-

ortical structures in transitions to unconsciousness (e.g. Baker et al.,

014 ; Liu et al., 2013 ; White and Alkire, 2003 ). Crone et al. (2017) re-

orted a breakdown of connectivity between the globus pallidus and

osterior cingulate cortex connectivity during LOC, followed by a re-

ersal at recovery. It remains a possibility that the effective connec-

ivity modulations found in the present study – especially in relation to

he PCC/precuneus - are driven by subcortical structures that we did not
11 
odel here, given the limitations of scalp EEG signals ( Goldenholz et al.,

009 ). It might be worthwhile to further investigate the effects of LOC

ith fMRI DCMs, including large-scale models combining cortical and

ubcortical nodes with PEB with BMR to conduct a wider exploration of

he model space. 

In addition to the modelling being limited only to cortico-cortical

onnections, some of our results are arguably propofol-specific; for ex-

mple, very different alterations have been observed between propofol

nd ketamine ( Driesen et al., 2013 ; Sarasso et al., 2015 ). Hence, it may

e that modelling the cortical effects of other anaesthetic agents would

ead to very different sets of results. Further, we have modelled the

ffects using DCM and the standard ERP neuronal model, rather than

odelling frameworks designed to capture more fine-grained proper-

ies of the EEG spectrum during anaesthesia (see for example Bojak and

iley, 2005 ; Hutt and Longtin, 2010 ). DCM and the ERP neuronal model

ere chosen primarily in order to produce results that could be com-

ared with the prior DCM work on modelling consciousness. Further-

ore, we aimed to model consciousness at the network level, rather

han at the level of the known molecular effects of propofol, e.g., pro-

ongation of inhibitory post-synaptic potential time constants, that are

nown to take place within individual cortical and sub-cortical sources.

 valuable future direction would be to investigate the predictive power

f such effects and the extent to which they may drive the modulations

n extrinsic connectivity. This could be done, for example, by using the

FP model or the Canonical Microcircuits model which are better suited

or estimating the intrinsic connectivity and the molecular effects within

he sources ( Bastos et al., 2012 ; Moran et al., 2007 ). Lastly, as we tested

nly a pre-specified model space, the limitations imposed by this scope

ight have missed important mechanisms of conscious awareness not

odelled here. 

Notwithstanding these points, our results highlight a selective break-

own of inter- and intra-RSN effective connectivity in the parietal cor-

ex, reinforcing the role of the posterior hot zone for human conscious-

ess. However, modulations of frontoparietal connections were consis-

ent enough to predict states in unseen data, demonstrating their causal

ole in maintaining behavioural responsiveness. 
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