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Small-angle X-ray scattering (SAXS) experiments are important in structural biology because they are solution methods, and do not require crystallization of protein complexes. Structure determination from SAXS data, however, poses some difficulties. Computation of a SAXS profile from a protein model is expensive in CPU time. Hence, rather than directly refining against the data, most computational methods generate a large number of conformers and then filter the structures based on how well they satisfy the SAXS data. To address this issue in an efficient manner, we propose here a Bayesian model for SAXS data and use it to directly drive a Monte Carlo simulation. We show that the automatic weighting of SAXS data is the key to finding optimal structures efficiently.

Another key problem with obtaining structures from SAXS data is that proteins are often flexible and the data represents an average over a structural ensemble. To address this issue, we first characterize the stability of the best model with extensive molecular dynamics simulations. We analyse the resulting trajectories further to characterize a dynamic structural ensemble satisfying the SAXS data. The combination of methods is applied to a tandem of domains from the protein PTPN4, which are connected by an unstructured linker. We show that the SAXS data contain information that supports and extends other experimental findings. We also show that the conformation obtained by the Bayesian analysis is stable, but that a minor conformation is present. We propose a mechanism in which the linker may maintain PTPN4 in an inhibited enzymatic state.
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1 INTRODUCTION

Integrative structural biology uses multiple techniques to determine three-dimensional structures of large, potentially flexible complexes of biological macromolecules. Typically, structures of the individual components (e.g., individual domains or proteins) are known but the overall arrangement of the components is to be determined. Despite their relatively low information content, Small Angle Scattering [Small Angle X-ray Scattering (SAXS), or Small Angle Neutron Scattering (SANS)] experiments play an important role, since they are performed in solution, and can provide crucial conformational information on the arrangement of individual components.
In order to incorporate SAXS data, many approaches generate poses of the components and then use the experimental data to filter solutions by means of a $\chi^2$ criterion [e.g., Mareuil et al. (2007); Yang et al. (2010); Rozycki et al. (2011)]. For a larger number of degrees of freedom, or when a large conformational space needs to be covered, this becomes computationally intensive, and one might miss structures that satisfy the data. Preferentially, one would like to employ methods that can use the data directly as restraints to drive the structure calculation, since they should converge faster to conformations satisfying the data. When modeling structures from experimental data, appropriate relative weighting is of particular importance. In crystallography, for example, the free R-value Brünger (1992) is often used to find suitable values for unknown parameters such as the weight on the experimental data. This becomes rapidly cumbersome if more than one value needs to be optimized, and it is hardly an option for data with low information content such as SAXS or SANS.

A more powerful and statistically more accurate solution to this problem can be obtained in the context of a Bayesian treatment of the structure determination problem. We previously developed the Bayesian framework we called “Inferential Structure Determination” (ISD) and applied it to Nuclear Magnetic Resonance (NMR) data Rieping et al. (2005). We showed that the Bayesian formalism converges better than standard minimization strategies Rieping et al. (2005). We also showed that an optimal weight on a $\chi^2$ type experimental term can be obtained from a 3D structure and the data Habbeck et al. (2006), and that this weight can be optimized simultaneously with the structure Nilges et al. (2008), Bernard et al. (2011). More recently, we extended the concept of ISD and Bayesian weight optimization to the treatment of cross-linking mass spectrometry data Ferber et al. (2016) and electron microscopy Bonomi et al. (2019).

In this paper, we develop a Bayesian framework for the analysis of SAXS data. This model allows us to automatically weight the SAXS data based on its agreement with other structural modeling terms. The modeling is performed in several stages, adding additional detail at each stage, starting with rigid body motions of protein domains, and subsequently adding and sampling conformations of the linker and the termini. This is followed by extensive unbiased molecular dynamics (MD) simulation starting from the optimal structure. We apply the new formalism and modeling strategy to the determination of the structure of the tandem domain of the protein PTPN4. This is a good test case since, due to its flexible linker, several conformations may be simultaneously present and influence the measured SAXS data, which hampered previous attempts to obtain useful insights with more standard approaches to interpret SAXS data obtained for this protein.

The protein PTPN4 belongs to the non-receptor protein tyrosine phosphatase (PTP) family. It is involved in various biological processes such as T-cell signalling, learning, spatial memory and cerebellar synaptic plasticity Kina et al. (2007), Kohda et al. (2013), Young et al. (2008). PTPN4 also regulates cell proliferation and presents an anti-apoptotic function Gu et al. (1996), Préhaud et al. (2010), Zhou et al. (2013), Zhang et al. (2019). PTPN4 is a large modular protein containing a N-terminal FERM (Band 4.1, Ezrin, radixin, and Moesin) domain, a PDZ (PSD-95/Dlg/ZO-1) domain and a C-terminal catalytic tyrosine phosphatase domain. The phosphatase is cleaved in the cell, leading to enzyme activation and its active form consists of the PDZ and PTP domains connected by a linker Gu and Majerus (1996). We previously demonstrated that the catalytic activity of the PTP domain is inhibited by the PDZ domain, while the binding of a ligand to the PDZ releases this auto-inhibition and activates the phosphatase Maisonneuve et al. (2014). A biochemical study suggests that this mechanism of regulation of PTPN4 allows for the specific dephosphorylation of cellular partners such as the mitogen-activated protein kinase (MAPK) $\beta$38y recruited through the PDZ domain of the phosphatase Maisonneuve et al. (2016). The importance of the PDZ domain for PTPN4 is further supported by the fact that the G protein of an attenuated rabies virus strain target this domain to deregulates PTPN4 phosphatase function and ultimately causes neuronal cell death Préhaud et al. (2010), Babault et al. (2011), Caillé-Saguy et al. (2015).

However, the structural mechanism by which the PDZ domain modulates the activity of the phosphatase domain remains elusive. We showed that a conserved hydrophobic patch in the linker connecting the PDZ and the PTP domains is involved in the communication between the two domains and participates in the phosphatase’s regulation Caillet-Saguy et al. (2017). NMR and SAXS characterization of the PDZ-PTP domains of PTPN4 showed that the tandem adopts a compact conformation compatible with inter-domain interactions. However, no interaction was detected by NMR between the phosphatase domain and either the PDZ domain or the unstructured and flexible linker Maisonneuve et al. (2014). This suggests that the compact conformation of the PDZ-PTP domains is stabilized by fuzzy intramolecular interactions. Interestingly, ligand binding to the PDZ domain disrupts the transient interactions of the PDZ domain and the linker with the phosphatase domain. Ligand binding to the PDZ induces dynamic rearrangements of the two domains, resulting in the activation of the phosphatase domain Maisonneuve et al. (2014).

The Bayesian SAXS treatment generates a model of the conformations adopted by the PDZ, linker and phosphatase of PTPN4. This model allows us to propose a mechanism by which the linker can regulate the PTPN4 activity. The structure we obtain is based on the implicit assumption that an ensemble covering a small volume of conformational space can explain the SAXS data. We therefore used the MD simulations to investigate the conformational dynamics of PTPN4 and showed that the proposed preferential relative orientation of the two domains and
2 RESULTS

2.1 Bayesian Small Angle X-ray Scattering Restraint Term

In Bayesian modeling Rieping et al. (2005), one directly evaluates Bayes' equation

\[ p(X, \sigma, \xi|B, D) \propto p(X|B)p(\sigma)p(\xi)p(D|X, \sigma, \xi) \]  

(1)

where \( X \) is the 3D structure, \( \sigma \) is a parameter quantifying the deviation of the back-calculated data from the experimental data, and \( \xi \) stands for any other unknown parameters that one needs to model the data from the structure. \( B \) is the background information that we have on the structure, which allows us to evaluate the probability of a structure in absence of experimental data, for example, a molecular dynamics force field. To evaluate the discrepancy of the calculated data from the experimental data, we need a forward model \( m(X) \) to calculate the intensities \( I = m(X) \) from a structure \( X \). We used the FoXS model Schneidman-Dufovy et al. (2013), which has, in addition to a scale factor \( \gamma \), two parameters \( c_1 \) and \( c_2 \), where \( c_1 \) is the scaling of the atomic radius used to adjust the total excluded volume of the atoms, and \( c_2 \) is used to adjust the difference between the density of the hydration layer and the bulk water.

As derived in detail in the Appendix, the negative log likelihood is

\[ -\log p(I|X, \gamma, c_1, c_2, \sigma^2) = \frac{M}{2\sigma^2} \chi^2 + M \log(\sigma) \]

(2)

\[ \chi^2 = \frac{1}{M} \sum_{i=1}^{M} \left( \frac{I(q_i) - \gamma m(X, q_i, c_1, c_2)}{s(q_i)} \right)^2 \]

(3)

where \( I \) is the experimental intensity, \( M \) is the number of points in the SAXS profile, \( q_i \) is the momentum transfer \( q = (4\pi\sin(\theta))/\lambda \), with scattering angle \( \theta \) and X-ray beam wavelength \( \lambda \). \( s(q_i) \) is the experimental uncertainty of the SAXS profile at \( q_i \) estimated from merging multiple experimental profiles.

2.2 Application to Protein Tyrosine Phosphatase Non-Receptor 4

To illustrate the Bayesian SAXS score, we perform exhaustive sampling of the conformational space of the PDZ and PTP domains of PTPN4, which for simplicity we call PTPN4. The PDZ (92 residues) and PTP (275 residues) domains are connected by a linker of 34 residues, and flanked by N-terminal (13 residues) and C-terminal (13 residues) sequences. The structures of individual domains are known Babault et al. (2011), Barr et al. (2009). However, the linker and the termini are highly flexible as monitored by NMR Maisonneuve et al. (2014). They thus prevented the determination by X-ray crystallography of the overall organization of the two domains of PTPN4 tethered by the linker.

To efficiently characterize the structural conformation of PTPN4 by a Bayesian SAXS score, we subdivided the problem into three subsequent stages (Figure 1). First, the linker and the termini were removed and the conformational space was explored with rigid body movements of the folded domains. Second, linker and termini were added, while keeping the domains fixed. Third, the whole structure was further refined with rigid body movements for the two domains and flexible backbones for the linker and the termini. In all three stages, we used Eqs. 2,3 to incorporate the SAXS profile of PTPN4. Volume exclusion was used to produce physically realistic structures.

2.2.1 Rigid Body Docking

We started with 64 parallel simulations by placing the PDZ domain randomly around the PTP domain (without the linker and termini), avoiding physical contact between the two proteins (Figures 2A,B). The simulations rapidly converged to two distinct sets of conformations in which the PDZ domain (Figure 2C) is located on either of the two most distant points of the phosphatase domain, each subdivided in two further conformations (Figures 2D,E). In these conformations, the \( \alpha \)-helix of the PDZ domain is roughly aligned with the main axis of the phosphatase domain. This indicates a preferred orientation of the PDZ domain relative to the PTP domain.

To analyse the trajectories, we trained a self-organizing map (SOM) Bouvier et al. (2015). The subdivision of the two distinct sets of conformations into two further sets is clearly visible in the SOM, making it possible to define a total of four clusters (Figure 3A). Each cluster corresponds to one of the four possible combinations of position of the PDZ domain, and orientation of the \( \alpha \)-helix of the PDZ domain, with respect to the main axis of the phosphatase domain.

2.2.2 Linker Construction

We then extracted a clash-free conformation displaying the lowest \( \chi^2 \) for each of the neurons of the SOM (Figure 3A). For every selected structure, we generated an average of 1,224 conformations for the linker and the termini sequences (see Methods). A Bayesian SAXS score was calculated for each of these structures. Depending on the pose, the linker raised or lowered the Bayesian SAXS score (Figure 3B). For each neuron we retained the structure with linker and termini displaying the lowest \( \chi^2 \) (Figure 3B). Interestingly, the models with the lowest Bayesian SAXS scores are located in the two left clusters of the SOM corresponding to PDZ domains exclusively located on the side of the PTP \( \beta \)-sheet (Figure 2E). These clusters differ in a rotation of the PDZ by 180°. In these conformations, the attachment points of the linker to the PTP domain are located on the opposite side from where the PDZ domain is positioned. This implies that the linker passes over the surface of the phosphatase to reach the PDZ domain.
2.2.3 Monte-Carlo Refinement

To further improve the sampling of the conformational space of the linker and termini, we performed an exhaustive refinement of the best structures of each neuron of the SOM map. We used a Monte-Carlo algorithm to sample the linker conformations in the dihedral angles of the linker and termini. As previously, we used only the Bayesian SAXS scoring term and volume exclusion to calculate the energy. This approach allowed the added residues and the domains to adjust jointly to the SAXS profile. The \( \chi^2 \) significantly improved compared to the previous step for all clusters (Figure 3C), and values lowered by 36% on average to a range between 3 and 18. However, the trend in the four clusters remained the same. The structures with the lowest \( \chi^2 \) scores after Monte-Carlo simulations belong to the cluster in the upper left corner of the self-organizing map as previously observed in the step of linker construction (Figure 3C). This indicates that the linker passes over the surface of the phosphatase for the structures which are in best agreement with the SAXS data.

The 10 conformations with the best final \( \chi^2 \) after Monte-Carlo simulations, ranging from 2.5 to 2.9 are presented in Figure 4. In these 10 conformations, the linker is wrapped around the phosphatase domain and passes in close proximity to the catalytic site of the phosphatase domain. Interestingly, a conserved sequence in the linker (shown in green), involved in the allosteric regulation of PTPN4 Caillet-Saguy et al. (2017), is facing both the \( \beta5\)-loop-\( \beta6 \) region and the WPD loop, a conserved catalytic motif. This observation suggests a possible effect of the linker on these two regions.

2.2.4 Influence of the Weight Adjustment

During the calculations, the weight of the Bayesian SAXS score adjusted substantially (Figure 5). From the initial rigid body docking, the weight of the Bayesian SAXS score initially low at 0.1 increased to an average of 0.7 for the final conformations.
docking to the best structure after refinement, the weight was multiplied by 17. This means that the SAXS data was given 17 times more importance at the end of the procedure compared to the beginning. To see why this matters, we performed 20 linker refinement simulations with a fixed weight for the SAXS restraint, varying from $10^{-4}$–$10^{2}$ and compared it to 10 simulations using the Bayesian SAXS restraint. We then examined the $\chi^2$ along the simulation step, for all replicates (Figure 6). All Bayesian SAXS simulations consistently reach low $\chi^2$ values. In contrast, two limiting cases emerge in the fixed-weight simulations. When the weight is very large, agreement to the SAXS data is substantial, and the simulation quickly finds a local SAXS restraint minimum. Sometimes, conformers with can be obtained, but more often less optimal basins are targeted, with $\chi^2 \sim 10$ in this example. The Monte Carlo acceptance rate then drops to zero, and the simulation stops exploring new conformations. In contrast, when the weight is very small, the SAXS score has little influence. The simulation can scan conformational space easily, but it has no chance of finding structures in good agreement with the SAXS data.

2.3 Stability of the Optimal Conformation

2.3.1 Molecular Dynamics Simulations and Conformational Clustering

To further assess the stability of the optimal conformation obtained from the Bayesian analysis, we performed three MD simulations.
simulations of 200 ns starting from the model with lowest $\chi^2 = 2.48$ (Figure 7). Initially, the relative position of the two domains fluctuates, but it converges in each case to a more compact structure with direct and stable interactions between the two domains after a maximum of 75 ns. This behaviour is reflected in the analysis of the distances between the two domains (Figure 8), showing an initial increase of the distances ($\sim 9$–18 Å) followed by gradual reduction of distances ($\sim -10$ Å), with respect to the initial conformation.

To better characterize the observed conformational transitions along the MD simulations of PTPN4, we clustered the set of conformations with the Self Organizing Maps (SOM) method already used above Bouvier et al. (2015). A total of 60 clusters were retrieved from a pool of 60,000 conformations (Figure 9). We then projected the $\chi^2$ values, the changes of distances between the two domains and the simulation time on the SOM map (Figures 9A–C). The analysis of the two maps suggested four groups of clusters, where G2 had the highest $\chi^2$ and maximum increase of distances, and G4 the lowest $\chi^2$ and minimum changes of distances. Figures 9D–G shows one representative conformation per cluster, clearly indicating four distinct relative positions of the PDZ with respect to the PTP. These four conformations satisfy the SAXS data to a very different degree, indicated by the color in the SOM maps and in the

**FIGURE 4** Last frame of the top 10 simulations, aligned on the PTP domain. PTP: red; PTP loop and catalytic cytosine [H (851)CSAQIGRT (859)]: yellow; WPD loop [W (818)PDHGVP(824)]: purple; β5-loop-β6 region [T (754)QVERGRV (761)]: cyan; C-terminus, N-terminus and linker: grey; highly conserved linker region [E (617) PDFQYIP(624)]: green; PDZ: blue. (A) Top view depicts catalytic site in vicinity to the linker. (B) Bottom view adopts same orientation as Figure 3. (C) Linker view shows conformational variability of linker.
FIGURE 5 | The adjustment of the Bayesian SAXS score. (A) $\chi^2$ and (B) SAXS restraint weight of a composite simulation, starting from rigid body steps (blue), followed by linker modelling (yellow, pointed to by arrows), and ending with Monte Carlo flexible refinement (red).

FIGURE 6 | $\chi^2$ score as a function of simulation step, for the 64 rigid body simulations with Bayesian SAXS score (left), and for 20 simulations with a fixed weight (different in each simulation) and the same, random, starting structure (right).

FIGURE 7 | The cartoon representation of starting conformation for the MD simulations. PDZ is colored in blue and PTP in red.
conformations shown (each group is colored according to their average $\chi^2$ value from dark violet for the minimum values to dark green for the maximum values). The analysis of the PTPN4 conformational changes revealed the existence of four distinct conformational states for the PDZ with respect to the PTP, one of which is close to the Bayesian SAXS restraint model and has a low $\chi^2$.

To investigate overall convergence of the simulations, we analyzed the number of conformations from different replicates in each group (Figure 9H). The three replicates cover rather different conformational space. The groups G1, G2, and G3 contain conformations from only one replicate. Interestingly, only G4, which is the closest one to the starting conformation and has the lowest $\chi^2$ scores, contains conformations from all the three replicates. The further analysis of the clusters along the simulation time (Figure 9C) showed that G4 contains trajectories appearing at the beginning of the simulations, and the G1-G3 are visited subsequently. Interestingly, the position of the linker with respect to the PTP, remained unchanged in all the clusters as can be seen in Figures 9D–G. In order to further investigate the conformational changes of the linker, we measured the distances between the center of mass of the conserved linker region [E617-P624] and the center of mass of the PTP domain and the catalytic site of the PTP domain along the three replicates of the MD simulations (Figures 8B,C). The variation of distances are within the range of 1 Å, therefore suggesting the rather stable position of the linker with respect to the PTP domain.

FIGURE 8 | The distances along the MD simulations. (A) The changes of distances between the two domains and the average values over the final 125 ns of the simulations are reported for each replicate. The distance between the center of mass of the conserved linker region [E617-P624] and the center of mass of (B) the PTP domain and (C) the catalytic site of the PTP domain are depicted for each replicate.
2.3.2 Selection of Minimal Small Angle X-ray Scattering Ensemble

The above analysis assumes that a single structure or an ensemble covering a small part of conformational space represents the SAXS data. The sampling of conformational space by the free MD trajectories enabled us to try to investigate if more disperse ensembles fit the SAXS data better. For this, we used a method based on the genetic algorithm (GA) that was developed for a similar problem Delhommel et al. (2017). This method searches for the minimal subset of conformations minimizing the error between the experimental data and computed data from the MD simulations. The $\chi^2$ values obtained after fitting were reduced from 6.03 to 2.79 for an ensemble size of three. Increasing the ensemble beyond three did not reduce the $\chi^2$ further (Figure 10A). We clustered the weighted conformations obtained in all the ensembles according to the four conformational groups identified by the SOM analysis (G1, G2, G3, and G4). Figure 10B shows the ratio of conformations that belong to each group for each ensemble size, averaged over the 5 GA runs. The ratios of the conformations belonging to the four groups are similar for different ensemble sizes, where G4 is always most represented with a weight of about 70%, while G1 has about 30% of the weight. The experimental and fitted profiles (for the ensemble size of three) are compared (Figure 10C, shown in black and cyan, respectively), and the conformations obtained for the ensemble size three are shown in Figure 10D. We conclude that the SAXS data are best represented by two major conformations, an open and a closed states. The open state has the highest weight (70%) and is similar to the initial conformation obtained by the Bayesian method.
3 DISCUSSION

3.1 Automatic Weight Adjustment

In general, and also in the Bayesian formalism, the SAXS scoring term is based on $\chi^2$ (Eq. 3), here multiplied by a weight $M/2\sigma^2$. Commonly, the weight on the scoring term is based on some heuristics, for example the number of independent data points Shevchuk and Hub (2017). Experience shows that this weight is not easily to set and can require adjustment during the simulation, in particular when $\chi^2$ is expressed with SAXS intensities (as opposed to their logarithms) Chen and Hub (2015). In the context of the Bayesian formalism, the weight is set by changing $\sigma$. This parameter does not only depend on the quality and consistency of the experimental data but also on the forward model used. The nuisance parameter $\sigma$ evidently scales the experimental errors with a constant factor, and it is unknown before the calculation. It is the hallmark of the Bayesian formalism that this parameter is treated as an unknown, at the same level as the coordinates. $\sigma$, and in consequence the weight, is adjusted during the calculation, without making any additional assumptions on the values it can take. To do this, we use the second term on the right hand side of Eq. 2, $M \log(\sigma)$. In absence of this term proportional to the logarithm of $\sigma$, the trivial minimum of the score would be reached when $\sigma$ diverges and the weight becomes zero. This automatic weighting modulates the effect of $\chi^2$ on the final scoring term. This treatment is analogous to what we introduced for NMR data, electron microscopy data Habeck et al. (2006), Nilges et al. (2008), Bernard et al. (2011) and cross-linking mass spectrometry data Ferber et al. (2016).

3.2 Influence of the Weight Adjustment

As an illustration, suppose structure determination is performed with a bad guess for the initial structure. In this case, $\chi^2$ will be large. Adjustment of the weight will drive $\sigma$ towards larger values, and the weight becomes smaller. $\sigma$ acts to reset the scale of the restraint. Notice however that its update is less frequent than that of $\chi^2$. That way, structures are sampled with $\chi^2$ values around $\sigma^2$, which is then slowly lowered to increase stringency on the restraint. $\sigma^2$ acts as an annealing parameter. As long as the structure is in strong disagreement with SAXS data, the weight of the Bayesian SAXS score will be small. This behaviour allows other terms of the force field to dominate, and conformational exploration can happen unhindered by an irrelevant SAXS term. If exploration leads to a structure with a smaller $\chi^2$, the weight will increase. The SAXS term therefore becomes more discriminant, guiding the calculation to propose structures which match the SAXS profile more closely. Bayesian formulation of SAXS structure determination therefore transforms a rugged energy landscape into a funnel-shaped landscape Dill and Chan, 1997.

Note that, the $\sigma$ is being adjusted on the fly, and the maximum likelihood estimate of $\sigma$ is approximately $\chi^2$ (Supplementary Equation S4). Therefore, the proper quantity to look at is $M/2\sigma^2$.
(see Figure 5B), which is a function of the degrees of freedom in the curve (Spill, 2013) (Section 2.4.8.3, pp 171). In case of multiple datasets, it is therefore crucial that each has their own $\sigma$.

### 3.3 Fixed Weight vs. Bayesian Automatic Weighting

The optimal weight, at which the simulation has reasonable acceptance rates and makes good use of SAXS information, is a priori unknown. It is the purpose of the Bayesian SAXS restraint to determine this optimal weight. As shown in Supplementary Equation S4 (see Supplementary Material), the number of SAXS data points and the overall agreement of data and structures will greatly influence the optimal weight. Therefore, it is expected that it will be different for each SAXS dataset, but also for each simulation setting, for example depending on which force field is used.

### 3.4 Log Score vs. Linear Score

An equivalent form for the Bayesian score without any additional parameter $\sigma$ can be derived by an operation called marginalization (Supplementary Equation S5, Supplementary Material). As shown for NMR data Habeck et al. (2006), this form is equivalent to the weighted $\chi^2$ term, but does not need automatic weight adjustment, because it incorporates the behavior described above. Its form is simply the logarithm of the traditional $\chi^2$. Using the logarithm of the $\chi^2$ lowers the score penalty for large values of $\chi^2$, while keeping its effect similar to the standard $\chi^2$ formulation when it is close to one. Interestingly, it has been observed by Chen and Hub (2015) that a $\chi^2$ formulation using the logarithm of the intensities does not require much adjustments of the weight. While they apply the logarithm on the individual intensities and not the $\chi^2$ as a whole, the effect of lowering the impact of large discrepancies remains. When using a $\chi^2$ on linear scale (as proposed here), the authors observe the need to adjust this weight specifically in the beginning of the simulation. That is, when discrepancies in the low-$q$ and high diffusion intensity region of the SAXS curve are likely to occur, and contribute most to the scoring. Applying a logarithm on the first part of the SAXS curve is therefore what probably alleviates the need to adjust the weight. In contrast, we have employed a $\chi^2$ on a linear scale (including error bars, Eq. 3) because the SAXS measurements and noise scale linearly. The logarithm is applied afterwards, for scoring purposes.

### 3.5 A Point on Exhaustivity

The calculations presented here attempted to sample a large part of the conformational space of this two-domain system, since the energy landscape can be expected to be rugged. We showed that the energy surface is less rugged when using automatically adapted weights. The strength of this Bayesian restraint is that, regardless of the initial conformation, the calculations converge to low $\chi^2$ structures. This is particularly beneficial when computer resources are limited. In our PTPN4 example, one in every four simulations ends up in the basin with the lowest $\chi^2$ conformers.

### 3.6 Protein Tyrosine Phosphatase Non-Receptor 4

Using the novel Bayesian SAXS restraint, we have shown a conserved sequence in the linker of PTPN4, involved in the allosteric regulation of PTPN4 Caillet-Saguy et al. (2017), is facing both the $\beta$5-loop-$\beta$6 region and the WPD loop. The $\beta$5-loop-$\beta$6 region is thought to participate in defining substrate specificity Andersen et al. (2001). The WPD loop is well-known to be important for the phosphatase catalysis. The WPD loop switches from an open to close position upon substrate binding and adopts a catalytically active close conformation Barr et al. (2009). Previous experimental evidence showed that the linker participates in the control of the catalytic activity of the phosphatase domain Maisonneuve et al. (2014).

Mutations of a conserved hydrophobic patch in the linker suggested that the linker modulates the WPD loop open/closed conformations Caillet-Saguy et al. (2017). The close proximity of the linker with the $\beta$5-loop-$\beta$6 region and the WPD loop observed in our simulations further supports and reinforces the current model in which the linker of PTPN4 could regulate the phosphatase activity of PTPN4 by modulating the WPD loop closure.

### 3.7 Ensemble Modelling

The focus of this study is to illustrate the power and utility of the Bayesian SAXS score. The setup was deliberately simple, to emphasize to what degree the final conformations were driven by the data. Emphasis was also on calculation efficiency, and the molecule was deliberately described in the simplest terms by excluding volume, rigid bodies for the two domains, and rigid covalent geometry. The experimental data was limited to SAXS data up to $q < 0.37 \AA^{-1}$. The SAXS data do not contain any information on specific interactions between the linker and the surface of the PTP domain. In our models the linker wraps around the PTP domain but does not directly contact the domain. This is consistent with the fact that there is no experimental NMR data that indicates a specific contact, but does not explain the sequence conservation in the linker and on the surface of the PTP domain. The tandem of PDZ-PTP domains in PTPN4 may be the location of continuous conformational changes due to the fuzzy nature of the intramolecular interactions that stabilize the spatial organization of the two domains Maisonneuve et al. (2014, 2016), Caillet-Saguy et al. (2017). This is further confirmed by the analysis of conformations generated by MD simulations starting from the top model, where four distinct groups of conformations are identified (Figure 9). The flexible and unstructured linker is most likely in transient interactions with the PTP domain as monitored by NMR (R2 relaxation rate, Maisonneuve et al. (2014) Figure 5B). In our calculations, the models with low-$\chi^2$ (the upper left cluster in Figure 3C) present conformations of the linker that covers almost half of the PTP domain. This conformation of the linker with respect to the PTP domain remains rather stable along the MD simulations.
The conformations we obtain can serve as the basis of more detailed simulations with state of the art ensemble methods Potrzebowski et al. (2018), Shrestha et al. (2019), Paissoni et al. (2020). For a system of rather moderate size as the PTPN4 tandem (52 kDa), one could obviously directly refine against the data in a complete force field Shevchuk and Hub
(2017). This would not allow for as extensive searching of conformational space as it was performed in this work. The aim of the current calculation protocol is to sample large relevant parts of conformational space efficiently, a task that is difficult to perform for large fully solvated molecules. An adaptation of the Bayesian SAXS restraint with automated weighting as described here could be useful also in this context. We note that such adaptation however, would not address the issue of multiple conformations representing the SAXS data. In this study we proposed a method to overcome this problem by first concentrating on obtaining the dominate conformational ensemble in a largely simplified force field without explicit solvent, and then further exploring a larger ensemble by a free, fully solvated simulation, and finally obtaining an optimal, small ensemble by combining different conformations from these simulations. While the best conformer obtained by Bayesian SAXS restraint has $\chi^2 = 2.48$, our approach allowed us to reveal an ensemble of three structures capturing two different states of PTPN4 with a fitted $\chi^2$ of 2.79. Interestingly, while for several of the proteins studied with the CHARMM36m force field, the resulting structures are more compact than indicated by experiment (unless protein-water interactions are increased) Huang et al. (2017), our analysis highlights both compact and open states for PTPN4.

4 MATERIALS AND METHODS

4.1 Protein Production and Data Collection

The PDZ-PTP\footnote{2} construct, harboring the mutant C852S, hereafter referred to as PTPN4, was expressed and purified as previously described Maisonneuve et al. (2014). SAXS experiments were carried out as previously described except that the protein concentration used for SAXS experiments was 75 $\mu$M Maisonneuve et al. (2014).

4.2 Rigid Body Docking

In the first stage, we used IMP Russel et al. (2012) to perform rigid body docking of the PDB structures of PTP (PDB code 2175; residues 638–913) and PDZ (PDB code 3NFk chain B; residues 512–604). 64 different simulations were performed with 500 steps each. Initial orientations of PDZ with respect to PTP cover a wide range of orientations both around the PTP and of the PDZ itself (see Figure 2). Energy terms were the SAXS restraint (Supplementary Equation S7) and a quadratic volume exclusion term. The FoXS model was used on heavy atoms Schneidman-Duhovny et al. (2013). Each step consisted in alternating 100 Monte Carlo rotation/translation moves ($510^{-2}$rad/Å) of PDZ with respect to PTP, and optimizing $c_1$, $c_2$, $\sigma$, $\gamma$, $\sigma$ and $\gamma$ were optimized by setting them to their maximum posterior (Supplementary Equation S4 and Spill et al. (2014)). $c_1$ is constrained to be between 0.95 and 1.05, while $c_2$ is constrained between –2 and 4. $c_1$ and $c_2$ are jointly optimized by a two-dimensional grid search, as follows. First, a $11 \times 11$ grid of values is tried on the admissible range of $c_1$ and $c_2$. Then, the pair with the lowest score is used as the center of a new $11 \times 11$ grid, whose total size covers that of four cells of the previous grid. The same procedure yields a refined estimate of $c_1$ and $c_2$. This pair is in turn used in a second round of refinement, for which another $11 \times 11$ grid is generated with half the gridsize of the previous round, yielding the final estimate of $c_1$ and $c_2$. Importantly, before each evaluation of the score at a given $c_1$ and $c_2$ pair, $\sigma$ and $\gamma$ are set to their maximum posterior estimates.

4.3 Rigid Body Self Organizing Map

A 50 $\times$ 50 SOM Bouvier et al. (2015), Spill et al. (2013) was trained on the last 200 frames of each of the 64 simulations. Specifically, we used descriptors with seven dimensions, extracted from the structures as follows. The coordinates of all 12,800 structures were recalculated in a reference frame in which the center of mass of PTP is at the origin, and its orientation is constant across the structures. The first three dimensions of the descriptors are the center of mass of PDZ in this reference frame, while the last four are the quaternions of the rotation of PDZ with respect to PTP. The metric used to compare a neuron $n$ and a descriptor $m$ is a weighted sum between euclidean distance between the center of masses and geodesic distance between the quaternions Huynh (2009).

$$d(n, m) = \sqrt{\sum_{i=1}^{3} (n_i - m_i)^2 + \frac{2d_{\max}}{\pi} \arccos \left( \sum_{i=1}^{7} n_i m_i \right)}$$

where $d_{\max}$ is the length of the largest space diagonal of the bounding box of the descriptor’s first three coordinates. Neurons were updated by interpolation either in Cartesian space (first three coordinates) or in quaternion space, e.g., on the unit 4-sphere (last four coordinates).

4.4 Linker Modeling

In the second stage, we added linkers to our models. Due to the particular choice of the format of the SOM descriptors, a 3D structure can be reconstructed from the coordinates of the trained neurons. 1,999 clash-free structures could be extracted from the SOM neurons in such a way. Missing residues were added with IMP Russel et al. (2012) so that the modeled part of the protein spanned residues 496–926. The termini were assigned random $\phi/\psi$ dihedral angles in such a way that no clash was caused.

The linker was generated in two steps. First, $C_{\alpha}$ atoms were placed on a path that connects the two endpoints without passing through either PTP or PDZ. The $C_{\alpha}$ linker was then minimized with a harmonic distance restraint between consecutive $C_{\alpha}$ atoms (target distance $D = 3.86$Å) and an excluded volume restraint to avoid interpenetration. $C_{\alpha}$ atoms within the linker had a normal diameter $D$ while other atoms had diameter $2D$ to push the linker outside of the protein during initial minimization. 1,000 steps of steepest descent were followed by 1,000 steps of conjugate gradient.

Second, all atoms were placed around their corresponding $C_{\alpha}$ at random in a sphere of diameter $D$. CHARMM bonded restraints were enforced MacKerell et al. (1998), and 250 steps of steepest descent were performed, followed by 1,000 steps of conjugate gradient. Then, volume exclusion was turned on, with
standard CHARMM radii, and followed by the same 250 + 1,000 steps of minimization.

On average, this step resulted in 1,224 structures per pose, or a total of 2,461,844 structures.

4.5 Monte Carlo Refinement
For each of the 1,999 rigid body poses, the structure with linkers which had the best Bayesian SASS score was used as starting conformation for a Monte Carlo refinement simulation. Each simulation consisted of 2,000 steps, each of which was an alternation between 10 Monte Carlo moves and optimization of $\sigma$ and $\gamma$. Each Monte Carlo move was made in internal coordinates, and consisted in a Gaussian perturbation of the backbone dihedrals of residues 496–511, 606–636, and 914–926. The standard deviation of the Gaussian was $5 \times 10^{-2}$ rad for the termini and $5 \times 10^{-3}$ rad for the linker.

4.6 Fixed-Weight Small-angle X-ray scattering Simulations
To compare fixed-weight and self-adjusting simulations, we used a similar setup. 20 fixed-weight simulations were performed with a SAXS restraint with a weight spaced logarithmically from $10^{-1}$ to $10^2$. 10 simulations using the Bayesian SAXS score described here were performed for comparison. The starting structure was always identical, and consisted of a random orientation of PDZ with respect to PTP, with linkers and termini added. Each simulation was performed for 5,000 steps.

4.7 Molecular Dynamics Simulations
We selected the top PTPN4 conformation determined using the Bayesian SAXS score, i.e., the one with the lowest $\chi^2$ score (2.48). This conformation was used as the starting structure for the molecular dynamics simulations (7). MD simulations were performed with NAMD2.13 Phillips et al. (2005) using CHARMM36m force field parameter set Huang et al. (2017): i) hydrogen atoms were added, ii) the solute was hydrated with a cuboid box of explicit TIP3P water molecules Jorgensen et al. (1983) with a buffering distance up to 10 Å, iii) 10 Na+-counter-ions were added to neutralise the system, leading to a total system size of 150,730 atoms. The following minimization procedure was applied: i) 10,000 steps of minimization of the water molecules keeping protein atoms fixed, ii) 10,000 steps of minimization keeping only protein backbone fixed to allow protein side chains to relax, iii) 10,000 steps of minimization without any constraint on the system. Heating of the system to the target temperature of 310 K was performed at constant volume using the Berendsen thermostat Berendsen et al. (1984). Thereafter, the system was equilibrated for 100 ps at constant volume (NVT) and for further 100 ps using a Langevin piston (NPT) Loncharich et al. (1992) to maintain the pressure. The production was realised in the NPT ensemble. The time step was set to 2.0 fs. The temperature was kept at 310 K and pressure at 1 bar using the Langevin piston coupling algorithm. The SHAKE algorithm was used to freeze bonds involving hydrogen atoms, allowing for an integration time step of 2.0 fs. The Particle Mesh Ewald method Darden et al. (1993) was employed to treat long-range electrostatics. The coordinates of the system were written every 10 ps. We performed three replicates of 200 ns, with different initial velocities. To assess the stability of each replicate, the root mean square deviation (RMSD) and fluctuation (RMSF) were recorded along each MD simulation (Figure 11). We also measured the distances along the simulations between the center of mass of the two domains in each replicate (Figure 8).

4.8 Back Calculated Small-angle X-ray scattering Profiles
For every conformation of the MD simulations, the theoretical scattering profiles were calculated using CRYSTOL from the ATSAS 2.8.3 software suite Svergun et al. (1995), with the default parameters. Their corresponding $\chi^2$ values were measured using the following equation:

$$\chi^2 = \frac{1}{M} \sum_{i=1}^{M} \left( \frac{I_{\text{calc}}(i) - I_{\exp}(i)}{\sigma_{\exp}(i)} \right)^2$$

where $M$ is the number of points in SAXS profile, $I_{\text{calc}}$ is the back calculated intensity, $I_{\exp}$ and $\sigma_{\exp}$ are the experimental intensity and error, respectively.

4.9 Genetic Algorithm
We followed a similar procedure as in Delhommel et al. (2017), in which 1,000 steps of GA were performed, the number of generated ensemble was set to 1,000 with a cross over frequency of 0.8 and a mutation frequency of one. We performed the GA for different ensemble sizes: 1, 3, 5, 30, and 100. In addition, the GA was repeated five times for every ensemble size and average values were reported.
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