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Abstract

Trefftz discontinuous Galerkin (TDG) methods have recently shown potential [6, 27] for numer-
ical approximation of transport equations with exponential modes. This paper focus on a proof of
convergence in two-space dimension for the TDG method through the study of the approximation
properties of the exponential solutions constructed in [6]. We show that these vectorial exponential
functions can achieve high order convergence with a significant gain in term of the number of basis
functions compare to more standard discontinuous Galerkin schemes. The fundamental part of the
proof is based on discrete Fourier techniques conveniently adapted to the matrices of the problem.

1 Introduction
Following the literature in nuclear engineering [3, 2, 22, 1] and radiation transfer [23, 28, 15], the
tridimensional linear Boltzmann equation in dimension 1+3+2

∂tf + Ω · ∇f = −σaf + σs

(
1

4π

∫
fdΩ− f

)
(1)

projected on a finite number of spherical harmonics is called the PN model. Here t ≥ 0 is the time
variable, x = (x, y, z) ∈ R3 is the space variable and Ω = (cos θ cosψ, cos θ sinψ, sin θ) ∈ S2 is the
direction variable. The absorption coefficient is σ > 0 and the scattering coefficient is σs > 0. The
index N ≥ 1 of a PN model is related to the number of spherical harmonics and so is related to
the number of unknowns (the size) of the model. Taking N > 1 large is a way to approximate the
transport equation (1) with a satisfactory accuracy. For the calculation of numerical approximations
of systems like (1), it is clear that the high number of dimensions of the transport equation induces
important numerical difficulty. This is similar for PN models with N > 1. That is why any theoretical
possibility to reduce the computational burden of such calculations [10, 14] must be investigated.

In this work, we focus on stationary (∂t = 0) and bidimensional (∂z = 0) general PN models.
Our main contribution is to prove that the Trefftz Discontinuous Galerkin (TDG) method provides
an accurate method which is asymptotically much better than the classical Finite Element Method
(FEM) [29, 4] for the calculation of numerical solutions to PN models.

Before stating the main result in Theorems 1.1 and 1.2, we review some recent material about
Trefftz methods and compare their asymptotic convergence for the numerical approximation on a
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mesh of characteristic length h > 0 with the asymptotic convergence of FEM or discontinuous
Galerkin (DG). The TDG method [7, 8, 12, 20] uses exact solutions of a given partial differential
equation (PDEs) as basis functions. In [6], exact solutions to the spherical harmonic approximation
of the transport equation (PN model) have been constructed and several numerical results already
show great behavior of the TDG method when using these particular basis functions. In the case
of Trefftz methods, convergence results could be particularly interesting since high order convergence
can generally be achieved with fewer degrees of freedoms compare to more standard DG methods
[27, 8, 12, 16, 17, 19]. Indeed, usually when considering the standard DG [14, 13] or FEM method, the
approximation properties of simple monomials (such as 1, x, y... for example) can be easily studied
since they appear in the Taylor expansion of every regular functions. In space dimension 2, one gets
estimates of convergence with respect to h and the number of basis functions per cell p which have
have the general form: ‖uexact − uh‖ ≈ O(horder) where p ≈ O(order2), for a norm ‖ · ‖ and regularity
assumptions not discussed at this stage. The power 2 is because one needs to exhaust all monomials in
the Pascal’s triangle up to the order to obtain a local accuracy O(horder). To understand the meaning
of these estimates, we rewrite the numerical error as εFEM/DG = ‖uexact−uh‖. Then one gets a general
asymptotic formula between the total cost in terms of basis functions on a mesh and the numerical
error

εFEM/DG ≈ O(horder) ≈ O(h
√
p). (2)

The great promise of TDG methods is a strong improvement on this scaling. Indeed the law p =
O(order2) is approximatively replaced by p = O(order) for Trefftz methods. So one gets

εTDG ≈ O(horder) ≈ O(hp). (3)

In three-space dimension, the powers are different but the ordering is the same, indeed εFEM/DG ≈
O(h

3
√
p) and εTDG ≈ O(h

√
p). For large p >> 1, the numerical error obtained with TDG is asymp-

totically much better than with FEM or DG. However this gain has the (human) cost that one needs
to calculate specific basis functions adapted to the problem, because monomials cannot be used in
general. The functions are exponential in our case. In a preliminary work [27], we showed an optimal
convergence result for the P1 model, by means of explicit manipulations. In this work we prove a simi-
lar result for a general case PN model, where N ∈ 2N+1 is odd since it corresponds to the engineering
literature.

The structure of PN models is borrowed from [15] and described in more details in Section 2. Let m
be the total size of the system (equal to the number of spherical harmonics considered in the model),
me be the number of even moments and mo be the number of odd moments. In this work we follow
the literature and take N odd. So m = 1

2 (N + 1)(N + 2), me = 1
4 (N + 1)2 and mo = 1

4 (N + 1)(N + 3).
The models can be written under the form of a Friedrichs system with linear relaxation [6, 27, 26](

A∂x + B∂y
)
u(t,x) = −Ru(t,x), x = (x, y)T , (4)

where the vector of unknowns is u ∈ Rm and the symmetric matrices A,B,R ∈ Rm×m are specific to
the 2D 1

2 geometry. to the space variable. In our case, all matrices are constant for the simplicity of
the presentation, and their exact definition of the matrices will be given later. With the order given
in [15], the symmetric matrices A and B have a structure in rectangular blocks

A =

(
0 A
AT 0

)
∈ Rm×m, B =

(
0 B
BT 0

)
∈ Rm×m (5)

where σa > 0 is the absorption coefficient, σs > 0 is the scattering coefficient and the sub-matrices are
A,B ∈ Rme×mo . One has a diagonal block structure for R on the right hand side

R =

(
Re 0
0 Ro

)
∈ Rm×m, (6)
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where Re = diag(σa, σa + σs, ..., σa + σs) ∈ Rme×me and Ro = (σa + σs)Imo ∈ Rmo×mo are diag-
onal matrices, with Imo the identity matrix of Rmo×mo . The problem made with the equation (5)
supplemented with an outgoing boundary condition (33) is endowed with strong quadratic stability
estimates, as shown in the core of the paper.

The general form of the vectorial exponential solutions can now be described. They are based on a
unitary rotation matrix U(θ) ∈ Rm×m, see (21) below. Let wt ∈ Rm for 1 ≤ t ≤ me be exact solutions
of a 1D problem precised later and let ds = (cos θs, sin θs) ∈ R2 be equi-distributed directions with
angles

θs =
2πs

2n+ 3
, 1 ≤ s ≤ 2n+ 3.

We will show below that the following vectorial exponential functions

ust(x) = U(θs)w
teλtds·x, 1 ≤ t ≤ me, 1 ≤ s ≤ 2n+ 3, (7)

are solutions to the PN model (4), provided the λt > 0 and the wt ∈ Rm are correctly defined. These
functions are called exponential solutions because of the exponential terms eλtds·x. Using the vectorial
exponential functions as basis functions in TDG yields a number of basis functions per cell

p = me(2n+ 3) (8)

where me depends on the model (that is on N) and n can be increased to use more and more basis
functions per cell. This number p of basis functions per cell is the same that enters in the scaling laws
(2-3).

The main contribution of this work is summarized in the following Theorems of convergence, where
as usual, we consider only meshes which satisfy a condition of uniform regularity.

Theorem 1.1. Take N ∈ 2N+ 1. Take me(2n+ 3) equi-distributed basis functions with n ≥ N − 1
or n = 0. The TDG method satisfy the following estimate

‖u− uh‖L2(Ω) ≤ Chn+1/2‖u‖Wn+1,∞(Ω), (9)

with h = maxΩj∈Th hj, hj = diam(Ωj), uh stands for the solution to the TDG method calculated along
the basis of vectorial exponential functions and C is a universal constant.

Theorem 1.2. Take N = 3. Then (9) holds for all n ∈ N.

The Theorem 1.1 combined with (8) shows once again the remarkable property (3) of the TDG
method with respect to the FEM/DG (2). This result was proved for the P1 model in [27, Theorem
1.2] by means of specific methods adapted to the low dimensionality of P1. Note however that there is
a restriction in our estimate of Theorem 1.1. This is due to purely technical difficulties which probably
could be tackled, and we strongly believe that the law (9) holds for all n ≥ 0 and all N ∈ 2N + 1.
Indeed in the second Theorem 1.2 which deals with the P3 model for which recent numerical results
have been published [26, 6, 5], the gap between n = 0 is filled and n = 3 − 1 = 2, and we show that
the same estimate holds for n = 1.

The organization of the work is as follows. In Section 2, we present preliminary material about
the definitions and properties of the matrices A, B and R. The matrices are specific of the PN
approximation in 2D 1

2 geometry, nevertheless we believe some of the material is common to most
PN models (2D, 3D, various symmetries) where the matrices come from moment approximations. In
Section 3 we present the idea of expontial basis functions. Since we desire to be constructive, we take
the example of a Trefftz Discontinuous Galerkin method (TDG) and explain why exponential basis
functions yield a priori good approximation estimates. Some of the material in this part is standard,
this is why we restrict the presentation to the minimum, in particular the stability estimate of TDG.
This stability estimate is a kind of Cea’s lemma or Strang’s first lemma: it explains how a global
error estimate between the exact solution and the numerical solution is bounded by local best error
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approximation estimates. Next in Section 4, we prove local best error approximation estimate. We
rely on a method (initially introduced in [8]) adapted to h-convergence. It consists of showing that a
certain matrix of optimal rank. The difficulty is that the matrix is rectangular. The method of the
proof is by linear algebra, discrete Fourier techniques and the use of a technical property proved in
Section 2. A simple test of numerical convergence illustrates the theory. Additional material about
real spherical harmonics is postponed to the Appendix.

2 Preliminary material
The definition of the matrices A and B of the PN model (4-6) is based on the real spherical harmonics
[15]. We also provide some information about the right and left kernels of the matrices, since it plays
a key role for the establishment of the main Theorems.

2.1 Real spherical harmonics
We give preliminary minimal information about the real spherical harmonics Xm

k (ψ, µ) ∈ R where the
indices are k ∈ N and m ∈ Z with |m| ≤ k. More is in the Appendix. Real spherical harmonics are
orthonormal for the L2 product on the sphere S2 identified with [0, 2π]× [−1, 1]∫

S2

Xm
k (ψ, µ)Xm′

k′ (ψ, µ)dψdµ = δkk′δmm′ , where ψ ∈ [0, 2π] and µ = cos θ ∈ [−1, 1]. (10)

The even harmonics correspond to indices in

E(N) = {(k,m) ∈ N× Z, |m| ≤ k ≤ N, k and m even} , where dim(E(N)) = me =
1

4
(N + 1)2.

The odd harmonics correspond to indices in

O(N) = {(k,m) ∈ N× Z, |m| ≤ k ≤ N, k and m odd} , where dim(O(N)) = mo =
1

4
(N + 1)(N + 3).

Here we introduce an important convention for this work. Any function

X(ψ, µ) =
∑
E(N)

αmk X
m
k (ψ, µ) +

∑
O(N)

βmk X
m
k with α = (αmk ) ∈ Rme and β = (βmk ) ∈ Rmo

is identified with the vector X ∈ Rm of its coefficients

X =

(
α
β

)
, α ∈ Rme , β ∈ Rmo .

Since real spherical harmonics are orthogonal, the quadratic product between two vectors X, X̃ ∈ Rm
is equal to its counterpart with functions

(X, X̃) =
∑
E(N)

αmk α̃
m
k +

∑
O(N)

βmk β̃
m
k =

∫
S2

X(ψ, µ)X̃(ψ, µ)dψdµ.

That is why the orthogonality between vectors is also identified with the orthogonality between func-
tions. This convention brings great simplifications in our notations throughout this work.

The following result states that an even (resp. odd) real spherical harmonics premultiplied by
cosψ

√
1− µ2 or by sinψ

√
1− µ2 is transformed into a linear combination of odd (resp. even) real

spherical harmonics.
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Lemma 2.1. For all admissible pairs (k,m) ∈ E(N)
⋃
O(N), one has the identity{

cosψ
sinψ

×
√

1− µ2Xm
k (ψ, µ) =

∑
ε=±1

∑
σ=±1

aσεX
m+σ
k+ε

for some real coefficients aσε .

Proof. The proof is based on the recursion relations (83). See also [15].

As a consequence and since N is odd, one has that

cosψ
√

1− µ2Span
E(N)

{Xm
k } ⊂ Span

O(N)

{Xm
k } and sinψ

√
1− µ2Span

E(N)

{Xm
k } ⊂ Span

O(N)

{Xm
k } . (11)

The reciprocal embeddings are wrong

cosψ
√

1− µ2Span
O(N)

{Xm
k } 6⊂ Span

E(N)

{Xm
k } and sinψ

√
1− µ2Span

O(N)

{Xm
k } ⊂ Span

E(N)

{Xm
k } . (12)

Let us consider the space

O(N) = Span
{
X(ψ, µ) =

√
1− µ2 × µp ×

{
cos(2m+ 1)ψ
sin(2m+ 1)ψ

, 0 ≤ p,m, p+m ≤ N − 1

2

}
.

A graphical description of the basis functions in O(N) is in Figure 2.1. By construction, odd real

µ2

cosψ

cos 3ψ

cos 5ψ

sinψ

sin 3ψ

sin 5ψ

ψ

µ
µ1µ0

Figure 1: Depiction of the structure of O(N) for N = 5. A bullet represents the product of the
function

√
1− µ2 with a monomial µp (in the horizontal axis) and with a trigonometric monomial (in

the vertical axis).

spherical harmonics are linear combination of functions in O(N), so

Span
O(N)

{Xm
k } ⊂ O(N).

Moreover a counting method shows that dim (O(N)) = 2 + 4 + · · ·+ 2N−1
2 = 1

4 (N + 1)(N + 3). So the
dimension of O(N) is equal to mo which is also the dimension of odd real spherical harmonics. So the
spaces have the same dimension and they are equal, that is

Span
O(N)

{Xm
k } = O(N). (13)
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For X ∈ O(N), a convenient representation is

X(ψ, µ) =
√

1− µ2

N−1
2∑

p=0

Xp(ψ)µp (14)

with an expansion of the function ψ 7→ Xp(ψ) which can be written either

Xp(ψ) =

N−1
2 −p∑
s=0

αps cos(2s+ 1)ψ + βps sin(2s+ 1)ψ, αps , β
p
s ∈ R, (15)

or equivalently

Xp(ψ) =

N−p∑
s=p

γps e
−i(N−2s)ψ, γps = γpN−s ∈ C. (16)

2.2 Definition of the matrices A and B

To construct a PN model, one must calculate the transport matrices A and B (4-5). The transport
matrices are defined by inserting the components of the direction Ω = (cos θ cosψ, cos θ sinψ, sin θ)
which comes the transport equation (1) inside the formula (10) for the scalar product of two real
spherical harmonics. Due to the structure (4-5), it is sufficient to calculate the extra-diagonal terms
coming from the coupling of odd real spherical harmonics and even real spherical harmonics. Indeed
Lemma 2.1 and the orthogonality of real spherical harmonics show that the diagonal blocks vanish.

The matrix A ∈ Rme×mo is defined by the weak product for all α = (αmk ) ∈ Rme and β = (βmk ) ∈
Rmo

(α,Aβ) =

∫
S2

cosψ
√

1− µ2
∑
E(N)

αmk X
m
k (ψ, µ)

∑
O(N)

βm
′

k′ X
m′

k′ (ψ, µ)dψdµ. (17)

Similarly the matrix B ∈ Rme×mo is defined by the weak product for all α = (αmk ) ∈ Rme and
β = (βmk ) ∈ Rmo

(α,Bβ) =

∫
S2

sinψ
√

1− µ2
∑
E(N)

αmk X
m
k (ψ, µ)

∑
O(N)

βm
′

k′ X
m′

k′ (ψ, µ)dψdµ (18)

The nullity of the block-diagonal terms comes from the identity∫
S2

cosψ
√

1− µ2
∑
E(N)

αmk X
m
k (ψ, µ)

∑
E(N)

αm
′

k′ X
m′

k′ (ψ, µ)dψdµ = 0

for all α, α′ ∈ Rme and from the identity∫
S2

cosψ
√

1− µ2
∑
O(N)

βmk X
m
k (ψ, µ)

∑
O(N)

βm
′

k′ X
m′

k′ (ψ, µ)dψdµ = 0

for all β, β′ ∈ Rmo . These two relations come from Lemma 2.1.
Two main examples are the P1 model and the P3 model. For the P1 model, one has me = 1,

mo = 2, m = 3, A =
(

0, 1√
3

)
and B =

(
1√
3
, 0
)
. For the P3 model [26, 6, 5], one has m = 10, me = 4,

mo = 6 and

A =


0 1√

3
0 0 0 0

1√
5

0
√

3
14 − 1√

70
0 0

0 − 1√
15

0 0
√

6
35 0

0 − 1√
5

0 0 − 1√
70

√
3
14

 (19)
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The matrix B is

B =


1√
3

0 0 0 0 0

0 1√
5

0 0 − 1√
70
−
√

3
14

− 1√
15

0 0
√

6
35 0 0

− 1√
5

0
√

3
14

1√
70

0 0

 . (20)

2.3 Properties of the matrices
In preparation of the main Theorems, we study the kernel of A and the kernel AT , and we establish
the rotational invariance properties of A and B. We will see that ker(AT ) ⊂ Rme is trivial. On the
other hand ker(A) ⊂ Rmo is non trivial. However the intersection of sufficiently many rotations the
orthogonal of the kernel is trivial, and this property will the keystone of the proof of the main Theorem
1.1. Also the definition of the rotation operators is needed for the construction of our exponential basis
functions (7).

A rotation of angle θ is defined by∑
E(N)

αmk X
m
k (ψ, µ) +

∑
O(N)

βmk X
m
k (ψ, µ)

θ7−→
∑
E(N)

αmk X
m
k (ψ + θ, µ) +

∑
O(N)

βmk X
m
k (ψ + θ, µ).

By definition (82) of real spherical harmonics, there exist coefficients α̃ ∈ Rme and β̃ ∈ Rmo such that∑
E(N)

α̃mk X
m
k (ψ, µ) =

∑
E(N)

αmk X
m
k (ψ + θ, µ) and

∑
O(N)

β̃mk X
m
k (ψ, µ) =

∑
O(N)

βmk X
m
k (ψ + θ, µ)

for all possible ψ and µ. So one can write α̃ = Ue(θ)α and β̃ = Uo(θ)β where the unitary rotation
matrices Ue(θ) and Uo(θ) are assembled in a larger rotation matrix

U(θ) =

(
Ue(θ) 0

Uo(θ)

)
∈Mm(R), Ue(θ) ∈ Rme×me and Uo(θ) ∈ Rmo×mo . (21)

From the definition of real spherical harmonics in the Appendix (see also [26]), it is easy to show that
the coefficients of the matrix Ue(θ) are even values of cos(rθ) and sin rθ, that is r ∈ 2N. Similarly the
coefficients of the matrix Uo(θ) are odd values of cos(rθ) and sin rθ, that is r ∈ 2N+1. By construction
one has

U(θ)R = RU(θ),
U(θ)A = (cos(θ)A+ sin(θ)B)U(θ),
U(θ)B = (− sin(θ)A+ cos(θ)B)U(θ).

(22)

It is easily deduced that Ue(π2 )A = BUo(
π
2 ), which is unitary correspondence between A and B. Now

we study properties of A, and similar properties follow for B from the unitary correspondence.

Lemma 2.2. One has ker(AT ) = {0} ⊂ Rme , which can be rewritten as AAT > 0.

Proof. This is evident for the P1 model (it was proved first in Morel’s thesis [26]). Let us take
(αk,m) ∈ E(N) in the kernel of AT . By (17) one has that for all possible (βk′,m′) ∈ O(N)∫

S2

cosψ
√

1− µ2
∑
E(N)

αmk X
m
k (ψ, µ)

∑
O(N)

βm
′

k′ X
m
k (ψ, µ)dψdµ = 0.

Using Lemma 2.1 or embedding (11), take
∑
O(N) β

m′

k′ X
m
k (ψ, µ) = cosψ

√
1− µ2

∑
E(N) α

m
k X

m
k (ψ, µ).

So one gets
∫
S2

∣∣∣cosψ
√

1− µ2
∑
E(N) α

m
k X

m
k (ψ, µ)

∣∣∣2 dψdµ = 0. It yields
∑
E(N) α

m
k X

m
k (ψ, µ) = 0.

The linear independence of the real spherical harmonics shows that αmk = 0 for all indices. Then
ker(AT ) = {0}. Finally one has always ker(AT ) = ker(AAT ) so the symmetric matrix AAT is positive
and the proof is ended.
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Next, our goal is to characterize the kernel of A, where the fundamental issue is that the reversing
embeddings do not hold, see (12). It is also connected to the fact that A is a rectangular matrix
with more columns than lines. Instead the rank theorem yields that dim (ker(A)) = mo − rank(A) ≥
mo −me > 0. The characterization of this kernel is performed in a series of elementary results.

Lemma 2.3. One has ker(A) =

(
cosψ

√
1− µ2 Span

E(N)

{Xm
k }

)⊥
⊂ Rmo . So dim (ker(A)) = mo −me.

Proof. The first identity is just a rewriting of (17) which states that
∑
O(N) β

m′

k′ X
m′

k′ ∈ ker(A) if and
only if it is orthogonal to all functions cosψ

√
1− µ2Xm

k for indices (k,m) ∈ E(N). By orthogonality,
one can also write

ker(A)⊥ = cosψ
√

1− µ2 Span
E(N)

{Xm
k } =⇒ ker(A) =

(
cosψ

√
1− µ2 Span

E(N)

{Xm
k }

)⊥
.

As range(A) = ker(AT )⊥ and ker(AT ) is trivial by the previous Lemma, one gets range(A) = Rme
and rank(A) = me. The rectangular matrix A spans Rmo into Rme . Finally the rank Theorem yields
dim (ker(A)) = mo − rank(A) = mo −me.

To continue we note the pure imaginary number i2 = −1 and define the kernel

KN (ψ) = −i
N∑
r=0

(−1)rei(N−2r)ψ. (23)

A convenient sumation yields

KN (ψ) = −ieiNψ
N∑
r=0

(−1)re−i2rψ = −ieiNψ 1− e−2i(N+1)ψ

1 + e−2iiψ
=

sin(N + 1)ψ

cosψ
. (24)

So the kernel KN is real valued.

Lemma 2.4. Let X ∈ O(N). One has that X ∈ ker(A)⊥ ⇐⇒
∫ 2π

0
KN (ψ)X(ψ, µ)dψ = 0 for all µ.

Proof. • For (k,m) ∈ E(N), one remarks that∫ 2π

0

KN (ψ) cosψ
√

1− µ2Xm
k (ψ, µ)dψ =

√
1− µ2

∫ 2π

0

sin(N + 1)ψ Xm
k (ψ, µ)dψ.

By construction, the function Xm
k (ψ, µ) can be expanded with respect to eirψ with |r| ≤ N . Then the

integral of eirψ against sin(N + 1)ψ vanishes, that is
∫ 2π

0
KN (ψ) cosψ

√
1− µ2Xm

k (ψ, µ)dψ = 0. By
linear combination, it yields that

ker(A)⊥ ⊂ H, where H =

{
X ∈ O(N) |

∫ 2π

0

KN (ψ)X(ψ, µ)dψ = 0 for all µ
}
.

• To prove the equality of two spaces, we show now that they have the same dimension. Take X ∈
O(N). Using the representation (14-16), one has the expansion

∫ 2π

0

KN (ψ)X(ψ, µ)dψ =
√

1− µ2

N−1
2∑

p=0

mp(Xp)µ
p (25)

where
mp(Xp) =

∫ 2π

0
KN (ψ)Xp(ψ)dψ

= −i
∫ 2π

0

∑N
r=0(−1)rei(N−2r)ψ

∑N−p
s=p ei(N−2s)ψdψ

= −2iπ
∑N−p
s=p (−1)sγps .

(26)
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We notice that the linear forms (mp)0≤p≤N−1
2

are linearly independent. Naturally, the condition∫ 2π

0
KN (ψ) cosψ

√
1− µ2X(ψ, µ)dψ = 0 is equivalent to mp(Xp) = 0 where 0 ≤ p ≤ N−1

2 : these
conditions define a sub-space with co-dimension N−1

2 + 1 = N+1
2 .

• Therefore one has

dimH = dimO(N)− N + 1

2
=

1

4
(N + 1)(N + 3)− 1

2
(N + 1) =

1

4
(N + 1)2 = me.

Since ker(A)⊥ is embedded in this space and has the same dimension, it is the same space.

Let us now consider a finite set S(g) of g > 0 equidistributed angles

S(g) =

{
πr

g

}
1≤r≤g

⊂ [0, π) (27)

and the vectorial subspace of O(N)

A(N, g) =
⋂

θ∈S(g)

(Uo(θ)ker(A))
⊥
O(N) =

⋂
θ∈S(g)

Uo(θ)
(
ker(A)⊥O(N)

)
⊂ O(N). (28)

This vectorial subspace is the intersection of many different rotations of the same subspace ker(A)⊥.
The next result can be seen as a certain condition of non degeneracy of the subspace ker(A)⊥. Indeed
if ker(A)⊥ would be invariant with respect all rotations, then the result would be impossible. We
notice that the angles are in (0, π]. Technically, it is compatible what is needed in the next Lemma,
see (30). It is also compatible with the end of the proof of the main Theorem, see the definition of the
angles µp in (78).

Lemma 2.5. dim A(N, g) = 0 for g ≥ N + 1.

Proof. Take a vector X ∈ A(N, g) ⊂ O(N), that is X(ψ, µ) =
∑
O(N) β

m
k X

m
k (ψ, µ). Using (28), one

has
∫
S2 X

′(ψ + θ, µ)X(ψ, µ)dψdµ = 0 for all X ′ ∈ ker(A) and all θ ∈ S(g). This is rewritten as∫
S2

X ′(ψ, µ)X(ψ − θ, µ)dψdµ = 0, ∀X ′ ∈ ker(A).

Lemma 2.4 yields
∫ 2π

0
KN (ψ)X(ψ − θ, µ)dψ = 0 for all µ, rewritten as∫ 2π

0

KN (ψ − θ)X(ψ, µ)dψ = 0, for all µ and θ ∈ S(g).

Using (23) one has KN (ψ − θ) = −i
∑N
r=0(−1)rei(N−2r)ψe−i(N−2r)θ, so one gets

N∑
r=0

(∫ 2π

0

ei(N−2r)ψX(ψ, µ)dψ

)
(−1)re−i(N−2r)θ = 0, ∀θ ∈ S(g). (29)

Writing this expression for N + 1 different values of θ ∈ [0, 2π) yields a linear system with N + 1
unknowns and N+1 equations. The right hand side is the null vector and the matrix is a Vandermonde
matrix

V =
(
e2irθs

)
0≤r,s≤N .

Such a Vandermonde matrix is non singular if and only if e2iθs 6= e2irθs′ for 0 ≤ s, s′ ≤ N that is if

θs − θs′ 6∈ πZ, 0 ≤ s, s′ ≤ N. (30)

9



Because the assumption (27), the condition (30) is fullfiled. So it yields the nullity of the unknown of
the linear system ∫ 2π

0

ei(N−2r)ψX(ψ, µ)dψ = 0 for all µ and 0 ≤ r ≤ N.

Since X is an odd moment of the PN model (see also (16), it shows that X = 0 which ends the
proof.

For 2 ≤ g < N+1, a similar method of analysis can be used. For X ∈ A(N, g), let us plug (14)-(16)
into (29). It yields after simplification the equation

N−p∑
s=p

(−1)sγps e
i2sθ = 0, θ ∈ S(g), 0 ≤ p ≤ N − 1

2
. (31)

One obtains a rectangular linear system. The unknowns are ((−1)sγps )p≤s≤N−p. The rectangular
matrix is

Mp =
(
e
i2πsr
g

)1≤r≤g

p≤s≤N−p
.

It is similar after normalisation to the rectangular matrix

Np =
(
e
i2πsr
g

)0≤r≤g−1

0≤s≤N−2p
.

Lemma 2.6. rank Np = min(g,N − 2p+ 1) for 0 ≤ p ≤ N−1
2 .

Proof. Necessarily the rank is less than the minimum of the number of rows and the number of
lines, that is rank Np ≤ min(g,N − 2p + 1). But there is always a block square sub-matrix of size
min(g,N − 2p+ 1) which is a Vandermonde matrix, with rank equal to its size. So the claim.

The previous result has many consequences, displayed for example in the next two Lemmas.

Lemma 2.7. dim A(N, 2) = 2me −mo.

Proof. Lemma 2.7 yields that rank Np = 2 for all N+1
2 different values of p. So

dim A(N, 2) = dim O(N)− 2
N + 1

2
=

1

4
(N + 1)(N + 3)− (N + 1) =

1

4
(N2 − 1).

Now 2me −mo = 1
2 (N + 1)2 − 1

4 (N + 1)(N + 3) = 1
4 (N2 − 1), so the claim.

Lemma 2.8. dim A(3, 3) = 1.

Proof. For N = 3, then 0 ≤ p ≤ 1 = N−1
2 . Then rank N0 = min(3, 4) = 3 and rank N1 = min(3, 2) =

2. So the linear equations (31) yield 5 linear independent equations and

dim A(3, 3) = dim O(3)− 5 = 1.

3 Vectorial exponential basis functions in the context of TDG
This section is split in sub-sections. The first one explains a generic DG formulation on a mesh. The
next sub-section constructs the Trefftz space of basis/shape functions which are vectorial exponential
functions. Then, in sub-section 3.3, we insert the Trefftz space into the DG formulation to get our
TDG method. The fundamental inequalities which allow the numerical analysis of a TDG method
are provided in sub-section 3.4. The last sub-section 4 explains that if the exponential basis functions
satisfy a certain fundament property, then the main Theorems 1.1 and 1.2 hold.
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3.1 Mesh notation and generic Discontinuous Galerkin formulation
The partition or mesh of the space domain Ω ⊂ R2 is denoted as Th. It is made of polyhedral non
overlapping subdomains Ωr, that is Th =

⋃
k Ωk. The broken Sobolev space is

H1(Th) := {v ∈ L2(Ω), v|Ωk ∈ H
1(Ωk) ∀Ωk ∈ Th}

with the norm ‖w‖21,Ω =
∑
k ‖wk‖2H1(Ωk) and the semi-norm |w|21,Ω =

∑
k ‖∇wk‖2L2(Ωk).

Let us make the assumption that the solution u ∈ H1(Th) has some minimal regularity. We rewrite
(4) under the form Lu = 0 and consider also the adjoint operator

L = A∂x +B∂y +R, L∗ = −A∂x −B∂y +R = −L+ 2R.

Multiplying the equation Lu = 0 by v ∈ H1(Th) and integrating on Ω gives
∑
k

∫
Ωk

vk · Luk = 0,
where vk = v|Ωk and uk = u|Ωk . An integration by parts yields∑

k

∫
Ωk

(
L∗vk

)
· uk +

∑
k

∫
∂Ωk

vk · Mk(x)uk = 0, (32)

where ∂Ωk is the contour of the element Ωk and the symmetric matrix Mk(x) in the last integral is
defined on the boundary. Using the notationsM(n) = nxA+nyB and n = (nx, ny), and denoting the
outward unit normal on the contour as nk(x) for x ∈ ∂Ωk, one has

Mk(x) =M(nk(x)).

Since Mk(x) is symmetric, it can decomposed under the form Mk(x) = M+
k (x) +M−k (x) where

M+
k is a non negative matrix, M−k is a non positive matrix and the matrices annihilate one the

other M+
kM

−
k = M−kM

+
k = 0. One can compute the eigenvectors Mkr = λr, ‖r‖ = 1, and set

M±k =
∑
±λ>0 r ⊗ r. We supplement the equation of the problem (4) with a very simple boundary

condition
M−k (x)u = g on ∂Ωk ∩ ∂Ω. (33)

This boundary condition yields a global problem with good quadratic estimates, and it is mathemat-
ically convenient. Denoting Σkj the edge oriented from Ωk to Ωj when k 6= j and Σkk the edges
belonging to Ωk ∩ ∂Ω (for simplicity we use the same notation whatever the number of edges in edge
in Ωk ∩ ∂Ω), one can rewrite (32-33) as∑

k

∫
Ωk

(
L∗vk

)
· uk +

∑
k

∑
j<k

∫
Σkj

(v · M(x)u)k + (v · M(x)u)j (34)

+
∑
k

∫
Σkk

vk · M+
k (x)uk = −

∑
k

∫
Σkk

vk · M−k (x)g.

For a regular u satisfying the equation Lu = 0 in the whole domain, the normal flux is continuous
at interfaces, that is Mk(x)uk(x) = Mk(x)uj(x) = −Mj(x)uj(x) for x ∈ Σkj . This vectorial
identity can be projected along the positive and negative eigenvectors of Mk = −Mj . Denoting
Mkj =Mk|Σkj = −Mj|Σjk = −Mjk on Σkj , one can write as well

Mkuk =Mkjuj =M+
kjuk +M−kjuk =M+

kjuk +M−kjuj

because the projection of Mkuk = Mkjuj along the eigenvectors of the matrix Mk = Mkj yields
the continuity rkj · uk = rkj · uj for λ 6= 0. One obtains the identity (v · M(x)u)k + (v · M(x)u)j =
(vk − vj) · (M+

kjuk +M−kjuj). So (34) can be recast as∑
k

∫
Ωk

(
L∗vk

)
· uk +

∑
k

∑
j<k

∫
Σkj

(vk − vj) · (M+
kj(x)uk +M−kj(x)uj) (35)
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+
∑
k

∫
Σkk

vk · M+
k (x)uk = −

∑
k

∫
Σkk

vk · M−k (x)g.

We define the bilinear form aDG : H1(Th)×H1(Th)→ R and the linear form l : H1(Th)→ R as

aDG(u,v) =
∑
k

∫
Ωk

(L∗vk) · uk +
∑
k

∑
j<k

∫
Σkj

(vk − vj) · (M+
kj(x)uk +M−kj(x)uj)

+
∑
k

∫
Σkk

vk · M+
k (x)uk, u,v ∈ H1(Th),

l(v) =−
∑
k

∫
Σkk

vk · M−k (x)g, v ∈ H1(Th).

(36)

One can rewrite (35) as aDG(u,v) = l(v), ∀v ∈ H1(Th).

3.2 Vectorial exponential functions and the Trefftz space
In this section, we explain how to create a Trefftz space made of vectorial exponential basis functions.
Contrary to a classical Galerkin method with polynomial basis functions, a TDG method takes basis
functions which are exact solutions in each cell to the main equation

V (Th) = {v ∈ H1(Th), Lvk = 0 ∀Ωk ∈ Th} ⊂ H1(Th),

where in our case L = A∂x + B∂y +R. The space V (Th) is a genuine subspace of H1(Th) except in
the case L = 0. As usual with discontinuous methods, the basis functions have the same form in each
cell. They are constructed with the exponential method and equi-distributed directions.

For 1 ≤ s ≤ 2n+ 3 and 1 ≤ t ≤ me, we consider (2n+ 3)me vectorial exponential functions

ust(x, y) = eλt(cos θsx+sin θsy)U(θs)wt (37)

where λt ∈ R, θs = 2π s
2n+3 and wt ∈ Rm. These vectors wt have an even-odd decomposition

wt =

(
wte ∈ Rme
wto ∈ Rmo

)
. (38)

Lemma 3.1 (Construction of vectorial exponential functions). Assume (λt,wte) for 1 ≤ t ≤ me is an
eigenpair of the reduced equation

ReRowte = λ2
t (AA

T )wte, λt > 0. (39)

Then ust defined by (37-38) is a vectorial exponential solution to the PN model (4).

Proof. Plug the representation (37) in (4). It yields −RU(θs)wt = λt(cos θsA+sin θsB)U(θs)wt. With
the rotational invariance (22), it simplifies into −Rwt = λtAwt. Next the decomposition (38) yields{

−Rewte = λtAwto,
−Rowto = λtA

Twte.
(40)

The matrix Ro = σtImo is diagonal. Multiply the first line by σt. It yields the eigenequation (39).
The matrices are symmetric positive, that is ReRo > 0 and AAT > 0 by Lemma 2.2, so there exists
an eigendecomposition of (39) with real eigenvectors wte ∈ Rme and real positive eigenvalues λt > 0.
Reciprocally take an eigenpair (39) and define wto = −R−1

o λtA
Twte. It yields the first line of (40),

which, with (37), ends the proof of the claim.
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Definition 3.2. The Trefftz space that we study in this work is spanned by vectorial exponential
functions

Vh(Th) = {v ∈ H1(Th),vk ∈ Span
(
ust
)1≤t≤me

1≤s≤2n+3
∀Ωk ∈ Th}. (41)

The dimension of the Trefftz space is dim Vh(Th) = Number cells × (2n + 3) ×me. One can also
write

Vh(Th) = ⊕k
(
Span

(
ust
)

1Ωk

)
= Span

(
ust
)
⊗ Span (1Ωk)

where 1Ωk is the indicatrix function of the cell Ωk.

3.3 Trefftz Discontinuous Galerkin formulation
One approximates general functions u,v ∈ V (Th) by functions in the discrete Trefftz space uh,vh ∈
Vh(Th). Starting from the bilinear form aDG (36), one consider the volume term which can be written
as (

L∗vk
)
· uk = −

(
A∂x + B∂y

)
vk · uk +Rvk · uk

= −
(
A∂x + B∂y

)
vk · uk − vk ·

(
A∂x + B∂y

)
vk = −

(
A∂x + B∂y

)
(vk · uk).

With a direct integration of the first term in (36) , one gets a bilinear form aT (·, ·)

aT (u,v) = −
∑
k

∑
j<k

∫
Σkj

(M−kj(x)vk+M+
kj(x)vj) ·(uk−uj)−

∑
k

∫
Σkk

vk ·M−k (x)uk, u,v ∈ V (Th).

(42)
The relaxation matrix R completely disappeared in the bilinear form. It might seem a paradox at first
sight but it is not because, for a Trefftz method, information about the matrix R is encoded in the
basis functions. Also there is no volume term in this formulation which may be easier to implement,
even if it is perhaps more a matter of personal taste. The related bilinear form l : V (Th) → R is the
same as in (36), that is l(v) = −

∑
k

∫
Σkk

vk · M−k (x)g for all v ∈ V (Th).
The Trefftz numerical analyzed in this work is as follows. We take Vh(Th) the finite subspace

of V (Th) made with vectorial exponential functions. The Trefftz discontinuous Galerkin method is
formulated as {

Find uh ∈ Vh(Th) such that
aT (uh,vh) = l(vh), ∀vh ∈ Vh(Th).

(43)

3.4 Numerical analysis of TDG
TDG methods with exponential basis functions are not standard with respect to traditional DG meth-
ods, and it is useful to review basic results from the TDG theory [25, 11, 21, 27, 26] before explaining
the accuracy offered by the vectorial exponential basis functions.

One defines two semi-norms on H1(Th)

‖u‖2DG =
∑
k

∫
Ωk

uk ·Ruk +
∑
k

∑
j<k

1

2

∫
Σkj

(uk − uj) · |Mkj |(uk − uj) +
∑
k

1

2

∫
Σkk

uk · |Mk|uk,

‖u‖2DG∗ =
∑
k

∫
∂Ωk

−uk · M−k uk,

(44)
with |Mkj | = |Mjk| = M+

kj −M
−
kj . First steps are to show that these two semi-norms are in fact

norms on the Trefftz space. All proves can be completed from [25, 11, 21, 27, 26].

Lemma 3.3. One has the inequality ‖v‖DG ≤ c‖v‖DG∗ for v ∈ V (Th), with c =
√

5
2 .

Lemma 3.4. The semi-norms ‖ · ‖DG and ‖ · ‖DG∗ are norms on the Trefftz space V (Th).
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Lemma 3.5 (Coercivity). One has aT (u,u) = ‖u‖2DG for u ∈ V (Th).

Lemma 3.6 (Continuity). The bound aT (u,v) ≤
√

2‖u‖DG‖v‖DG∗ holds for u,v ∈ V (Th).

The classical quasi-optimality result is the following.

Lemma 3.7 (Quasi-optimality). The TDG formulation (43) admits a unique solution uh ∈ Vh(Th)
which satisfies the estimate ‖u− uh‖DG ≤

√
2 infvh∈Vh(Th) ‖u− vh‖DG∗ .

Next we present some elementary estimates adapted to our problem. Proofs are in [27, 26].

Lemma 3.8. One has the a priori bound ‖w‖L2(Ω) ≤ C‖w‖DG where the constant C > 0 depends on
the invertible matrice R.

Lemma 3.9. One has the a priori bound ‖w‖2DG∗ ≤ C
∑
j ‖w‖L2(Ωj)

(
1
hj
‖w‖L2(Ωj) + |w|1,Ωj

)
where

hj = diam(Ωj) and the constant C > 0 depends on the matrices A and B.

Proposition 3.10. One has the bound

‖u− uh‖L2(Ω) ≤ C inf
vh∈Vh

(
h

1
2 |∇u−∇vh|broken

L2(Ω) + h−
1
2 ‖u− vh‖L2(Ω)

)
(45)

where the constant C > 0 depends on the matrices of the problem.

Proof. Plug the result of Lemma 3.8 in the right hand side of the inequality of Lemma 3.7, then plug
the result of Lemma 3.9 in the left hand side.

3.5 The fundamental property of vectorial exponential functions
Inequality (45) gives a bound of the L2 norm of numerical error in function of the best error approx-
imation in a weighted H1 norm. It remains to show that this best error approximation is high order
with respect to h. For this task we adapt a method that was proposed in [8]. The idea is consider an
infinite expansion

u(x, y) =
∑
p,q≥0

upqx
pyq (46)

for a smooth solution of Lu = 0.

Lemma 3.11. One has the recurrence relations

(p+ 1)Aup+1,q + (q + 1)Bup,q+1 = −Rupq, ∀p, q ≥ 0. (47)

Proof. Plug the expansion (46) in the equation (4) and identity the coefficient in front of xpyq.

Formal expansions of the exponential basis functions (37) write as well

ust(x, y) =
∑
p,q≥0

ustpqx
pyq, 1 ≤ s ≤ 2n+ 3, 1 ≤ t ≤ me. (48)

Let us consider (46) and (48) in a generic cell ω ∈ Th. Up to a translation, this generic cell contains
the origin O = (0, 0). Both the main equation (4) and the family of exponential basis functions ust

are invariant with respect to translations, so this assumption is not a restriction.
Let us define the space Vn ⊂ Rm×

(n+1)(n+2)
2 which corresponds to the truncation at order n of the

formal series (46)

Vn = {(upq)0≤p+q≤n, where (47) is satisfied for 0 ≤ p+ q ≤ n} .

14



For p+ q = n, the condition means that there exists additional vectors (up′q′)p′+q′=n+1 such that the
condition (p+ 1)Aup+1,q + (q + 1)Bup,q+1 = −Rupq holds for all p+ q = n. By definition the Taylor
expansion of any sufficiently smooth solution u ∈ Cn+1 of (4) generates an element in Vn.

A linear combination of the basis functions is a local O(hn+1) approximation of u if and only if
one can find coefficients αst such that

2n+3∑
s=1

me∑
t=1

ustpqα
st = upq, 0 ≤ p+ q ≤ n, p, q ≥ 0. (49)

This is a rectangular linear system with (2n + 3)me unknowns which are the αst for 1 ≤ s ≤ 2n + 3

and 1 ≤ t ≤ me, and with (n+1)(n+2)
2 linear equations. The number of linear equations is equal to the

number of different pairs (p, q). The coefficients of the linear system are the Taylor coefficients of the
expansions (48). The rectangular matrix of the linear system is

Mn =
(
ustpq
)1≤s≤2n+3, 1≤t≤me

0≤p,q≤n ∈ Ra×b, a =
(n+ 1)(n+ 2)

2
, b = (2n+ 3)me. (50)

By construction, all columns of the matrix Mn belong to Vn because they are made from vectorial
exponential functions which satisfy all recurrence relations (48). Therefore one has by definition

range(Mn) ⊂ Vn. (51)

Definition 3.12. What we call the fundamental property of the vectorial exponential functions is
range(Mn) = Vn.

Assume the fundamental property. Then there exists (2n+3)me coefficients (αst)
1≤s≤2n+3
1≤t≤me solution

of the linear system (49). This solution of the linear system may be non unique if the kernel of the
matrix is not trivial. However it is an exercize in linear algebra to show that it is possible to determine
at leat one particular solution which is bounded by in norm of the coefficients in the right hand side,
that is

1≤t≤me
max

1≤s≤2n+3
|αst| ≤ C max

p,q
|upq|, ∀ (upq) ∈ Vn.

This property is proved by constructing a pseudo-inverse of Mn.

Proposition 3.13. Assume the fundamental property and take a generic cell ω ∈ Th. There exists a
linear combination of vectorial exponential functions vh =

∑2n+3
s=1

∑me
t=1 α

stust with the bounds

‖u− vh‖L∞(ω) ≤ C‖u‖Wn+1(ω)h
n+1 (52)

and
‖∇u−∇vh‖L∞(ω) ≤ C‖u‖Wn+1(ω)h

n. (53)

Proof. Standard Taylor expansion at order n+ 1 are

u(x, y) =
∑

0≤p+q≤n

upqx
pyq +O(hn+1)|u|Wn+1(ω)

and

vh(x, y) =

2n+3∑
s=1

me∑
t=1

 ∑
0≤p+q≤n

upqx
pyq

αst +O(hn+1) max
s,t
|αst|.

Subtracting the second expansion to the first one yields (52). A similar technique for the derivatives
yields (53): for the x derivative for example, one make the subtraction of

∂xu(x, y) =
∑

0≤p+q≤n

upqpx
p−1yq +O(hn)|u|Wn+1(ω)

15



and

∂xvh(x, y) =

2n+3∑
s=1

me∑
t=1

 ∑
0≤p+q≤n

upqpx
p−1yq

αst +O(hn) max
s,t
|αst|.

By subtraction all coefficients vanish. It is similar for the derivative with respect to y.

Still assuming that the fundamental property holds, one obtains the main result of this work.

Proof of Theorem (1.1). Plug (52-53) in (45) and bound the number of cells using the uniformity of
the mesh.

4 Proof of the fundamental property
So far we have explained that vectorial exponential functions, provided the matrix of their Taylor
coefficients satisfy the fundamental property, yield high order convergence. In this section, we prove
the fundamental property by linear algebra and discrete Fourier techniques.

4.1 Upper bound on dim(Vn)

In order to study the structure of the space Vn, it is valuable to introduce another space called Wn

which is simpler to examine. This is done by elimination of the linear equations in (47) for p+ q < n,
and elimination of corresponding variables upq for p+ q < n. Lemmas 4.1 and 4.2 yields also an upper
on the rank of the matrix M .

Let us define the linear subspace Wn ⊂ Rm×(n+1)

Wn = {(upq)p+q=n, there exists (vpq) ∈ Vn such that upq = vpq for p+ q = n.} (54)

Lemma 4.1. One has dim(Vn) = dim(Wn).

Proof. Take a basis in Wn. Then, with a descending recurrence based on (47), all these basis vectors
∈ Rm×(n+1) can be completed as vectors ∈ Rm×

(n+1)(n+2)
2 . It yields a basis in Vn, so the proof.

Lemma 4.2. One has dim(Wn) ≤ (n+ 1)me + min ((n+ 2)me, (n+ 1)mo).

Proof. Write

upq =

(
αpq ∈ Rme
βpq ∈ Rmo

)
∈ Rm. (55)

The idea is to evaluate separately the dimension of the (αpq) and the dimension of the (βpq). One has
immediately that dim (Span {(αpq)p+q=n}) ≤ (n+ 1)me.

One notes that
βpq = −R−1

o

(
(p+ 1)ATαp+1,q + (q + 1)BTαp,q+1

)
.

So dim (Span {(βpq)p+q=n}) ≤ dim (Span {(αpq)p+q=n+1}) ≤ (n + 2)me. But one has also that
dim (Span {(βpq)p+q=n}) ≤ (n+1)mo. Therefore dim (Span {(βpq)p+q=n}) ≤ min((n+2)me, (n+1)mo)
which induces the claim.

Lemma 4.3. The inequality of Lemma 4.2 is an equality for the P1 model.

Proof. For the P1 system the recurrence relations write

p+ q = n :


(p+ 1)

(
0
1√
3

)
· βp+1,q + (q + 1)

( 1√
3

0

)
· βp,q+1 = −σaαpq,(

(p+ 1)αp+1,q

(q + 1)αp,q+1

)
= −σtβpq.

(56)
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Hereme = 1 andmo = 2, that is αpq ∈ R and βpq ∈ R2. For the first line, whatever are the (αpq)p+q=n,
it is possible to find (βp′q′)p′+q′=n+1 which satisfy the constraints. So dim (Span {(αpq)p+q=n+1}) =
n + 1. For the second line, the n + 1 vectors βpq (that is a priori 2n + 2 scalar quantities) depend
linearly on the n+2 scalar quantities αp′q′ for p′+q′ = n+1. Here dim (Span {(βpq)p+q=n+1}) = n+2.
It yields a space Wn with dim(Wn) = (n+ 1) + (n+ 2) = 2n+ 3. Since me = 1, it is the claim.

4.2 Matrix transformations
We come to the heart of the matter, which is to analyze the matrix Mn to show the fundamental
property range(Mn) = Vn. From the expansion (46) the coefficients of the columns of the matrix Mn

are

ustpq =
λp+qt cosp θs sinq θs

p!q!
U(θs)wt =

cosp θs sinq θs
p!q!

(
λp+qt Ue(θs)wte

−λp+q+1
t Uo(θs)R

−1
o ATwte

)
. (57)

The collection of the orthonormal eigenvectors wte of the reduced problem (39) is assembled in the
matrix

H =
(
w1,e w2,e . . . wme,e

)
∈ Rme×me .

This is a unitary matrix by construction, that is

HTH = Ie. (58)

The corresponding collection of eigenvalues is assembled in the square matrix

D = diag(λ1, λ2, . . . , λme) ∈ Rme×me .

We note that the right multiplication of H by a rth-power of D is

HDr =
(
λr1w1,e λr2w2,e . . . λrmewme,e

)
∈ Rme×me .

Starting from the matrix Mn and keeping only the lines which correspond to p + q = n, one gets a
reduced matrix denoted as

N =



cosn θ1

(
Ue(θ1)HDn

−Uo(θ1)R−1
o ATHDn+1

)
. . . . . . . . .

. . . . . . . . . . . .

cosp θ1 sinq θ1

(
Ue(θ1)HDn

−Uo(θ1)R−1
o ATHDn+1

)
. . . . . . . . .

. . . . . . . . . . . .

sinn θ1

(
Ue(θ1)HDn

−Uo(θ1)R−1
o ATHDn+1

)
. . . . . . . . .

θ1 θ1 ← θ2 . . . θ1 ← θ2n+3


. (59)

The block lines in (59) correspond to the indices p and q such that p+ q = n, that is n+ 1 block lines
from (p, q) = (n, 0) to (p, q) = (0, n). The block columns in (59) correspond to different angles, that
is 2n+ 3 block columns from θ1 to θ2n+3. Each block is a rectangular matrix in Rm×me decomposed
in square matrix in Rme×me on top of a rectangular matrix in Rmo×me . The different angles used
in the different block columns are written under the triple line. The dimension is N ∈ Ra×b with
a = (n + 1) ×m and b(2n + 3) ×me. Notice that we drop the index n in the notation of the matrix
N because it plays no role.

Lemma 4.4. rank(N) = rank(Mn) ≤ dim(Wn).

Proof. It is by construction of the matrix N and corollary of (51) and Lemma 4.1.
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To analyze the rank of N , the method is by successive transformations which are based on mul-
tiplication on the right by non singular matrices. For mathematical convenience, we make linear
combinations of the block-lines to replace cosn θ, cosn−1 sin θ, . . . , sinn θ with einθ, ei(n−2)θ, . . . , e−inθ.
For this operation, multiplication on the left by a convenient non singular matrix is enough. It is very
standard so we do not develop the algebra. We obtain a complex valued rectangular matrix N1 ∈ Ca×b
with the same size and same rank

rank(N1) = rank(N). (60)

It can be written as

N1 =



einθ1
(

Ue(θ1)HDn

−Uo(θ1)R−1
o ATHDn+1

)
. . . . . . . . .

. . . . . . . . . . . .

ei(n−2p)θ1

(
Ue(θ1)HDn

−Uo(θ1)R−1
o ATHDn+1

)
. . . . . . . . .

. . . . . . . . . . . .

e−inθ1
(

Ue(θ1)HDn

−Uo(θ1)R−1
o ATHDn+1

)
. . . . . . . . .

θ1 θ1 ← θ2 . . . θ1 ← θ2n+3


. (61)

To continue the transformations, we define two aditionnal matrices. The first one is a square matrix
E1 ∈ Rb×b with b = (2n+ 3)×me

E1 = −σt


D−n−1H−1Ue(−θ1) 0 . . . 0

0 D−n−1H−1Ue(−θ2) . . . 0
. . . . . . . . . . . .
0 . . . 0 D−1H−1Ue(−θ2n+3)

 . (62)

The second matrice is also a square matrix, but with a different size

Q = HD−1H−1 ∈Mme(C). (63)

One also has two algebraic relations. The first one comes from (21-22)

Uo(θ)A
T = (cos θAT + sin θBT )Ue(θ). (64)

The second one is simply
σtR

−1
o = Io. (65)

Now we use the structures (61-65) to calculate the matrix N2 = N1E1 ∈ Ca×b

N2 =



einθ1
(
−σtUe(θ1)QUe(−θ1)
cos θ1A

T + sin θ1B
T

)
. . . . . . . . .

. . . . . . . . . . . .

ei(n−2q)θ1

(
−σtUe(θ1)QUe(−θ1)
cos θ1A

T + sin θ1B
T

)
. . . . . . . . .

. . . . . . . . . . . .

e−inθ1
(
−σtUe(θ1)QUe(−θ1)
cos θ1A

T + sin θ1B
T

)
. . . . . . . . .

θ1 θ1 ← θ2 . . . θ1 ← θ2n+3


. (66)

We consider that the mathematical structure of the matrix N1 is more amenable for mathematical
analysis than (59) for 3 reasons. Firstly the matrices Ue(θs)QUe(−θs) are positive hermitian for all θs
becauseH is unitary (58) and soQ is also positive hermitian. Secondly the matrices cos θsA

T+sin θsB
T
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have a spectral decomposition which can be established using (22). Thirdly complex exponentials show
up in the (block)lines, so it suggests to make a discrete Fourier transform to obtain more decoupling.

Let us now consider that the angles are equidistributed, so that a discrete Fourier transform is
possible. To simplify the notations, we note

µ = θ1 and θs = sµ for 1 ≤ s ≤ 2n+ 3. (67)

The matrix N2 can be written with the block structure N2 = (N2,pq) with

N2,pq = ei(n−2(p−1))qµ

(
−σtUe(qµ)QUe(−qµ)
cos qµAT + sin qµBT

)
, 1 ≤ p ≤ n+ 1, 1 ≤ q ≤ 2n+ 3.

To perform the discrete Fourier transform, let us define the block diagonal square matrix E2 ∈ Cb×b
with b = (2n+ 3)×me

E2 =
(
eipqµIe

)
1≤p,q≤2n+3

. (68)

It is a non singular block diagonal VanderMonde matrix. The product is the matrix

N3 = N2E2 ∈ Ca×b

with a block structure N3 = (N3,pq)1≤p≤n+1,1≤q≤2n+3 with

N3,pq =

2n+3∑
k=1

N2,pke
ikqµ =

2n+3∑
k=1

ei(n−2(p−1)+q)kµ

(
−σtUe(kµ)QUe(−kµ)
cos kµAT + sin kµBT

)
, 1 ≤ p ≤ n+1, 1 ≤ q ≤ 2n+3.

(69)
One again N3 and N have the same rank

rank(N3) = rank(N).

The result below explains that this way of transforming the matrices yields important simplifications

because certain coefficients vanish. We write N3,pq =

(
Ne

3,pq ∈ Cme×me
No

3,pq ∈ Cmo×me

)
.

Lemma 4.5. Consider the block representation (69) of the matrix N3 for a pair (p, q) such that
1 ≤ p ≤ n+ 1 and 1 ≤ q ≤ 2n+ 3. Three cases arise.

• Assume q 6= 2(p− 1)− n± 1 (mod 2n+ 3). Then Mo
3,pq = 0.

• Assume q = 2(p− 1)− n− 1 (mod 2n+ 3). Then Mo
3,pq = 1

2 (2n+ 3)(A− iB)T .

• Assume q = 2(p− 1)− n+ 1 (mod 2n+ 3). Then Mo
3,pq = 1

2 (2n+ 3)(A+ iB)T .

Proof. • First case: q 6= 2(p− 1)− n± 1 (mod 2n+ 3). One can write cos θAT + sin θBT = 1
2e
iθ(A−

iB)T + 1
2e
−iθ(A+ iB)T so

2n+3∑
k=1

ei(n−2(p−1)+q)kµ
(
cos kµAT + sin kµBT

)

=
1

2
(A− iB)T

2n+3∑
k=1

ei(n−2(p−1)+q+1)kµ +
1

2
(A+ iB)T

2n+3∑
k=1

ei(n−2(p−1)+q−1)kµ

=
1

2
(A− iB)T

2n+3∑
k=1

uk +
1

2
(A+ iB)T

2n+3∑
k=1

vk (70)

where u = ei(n−2(p−1)+q+1)µ and v = ei(n−2(p−1)+q−1)µ.
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One has that u 6= 1 because q 6= 2(p− 1)− n− 1 (mod 2n+ 3) and u2k+3 = 1 because µ = 2π
2n+3 .

So u is a non trivial root of unity. Therefore

2n+3∑
k=1

uk = u

2n+2∑
k=0

uk = u
1− u2n+3

1− u
= 0.

Similarly
∑2n+3
k=1 vk = 0. So the result of (70) is zero.

• Second case: q = 2(p − 1) − n − 1 (mod 2n + 3). Then u = 1 in in (70), with v still a non trivial
root of unity. So the result of (70) is 1

2 (2n+ 3)(A− iB)T .
• Third case: q = 2(p− 1)− n+ 1 (mod 2n+ 3). Then v = 1 in in (70), with u a non trivial root of
unity. So the result of (70) is 1

2 (2n+ 3)(A+ iB)T .

Let us consider a block-line with index 1 ≤ p ≤ n+ 1 of the matrix N3. In view of the three cases
of Lemma 4.5, the sub-block N3,pq is non zero for exactly two values of the index of the block-column
1 ≤ q ≤ 2n+ 3. It strongly suggests to reorder the matrix N3 by permutations.

That is why we permute the block-columns of M3 so that the n+ 1 different values of q for which
the first condition of Lemma 4.5 holds

q ∈ {−n,−n+ 2, . . . , n− 2, n}mod 2n+3 .

are ordered first. The other values

q 6∈ {−n,−n+ 2, . . . , n− 2, n}mod 2n+3

are ordered after.
After the permutations of the block-lines, we also perform a permutation of the block columns so

that all Ne
3,pq show up on top of all No

3,pq.
These two permutations of the matrixN3 can be characterized with 2 real non singular permutations

matrices
P1 ∈ Ra, PT1 P1 = Ia, a = (n+ 1)mo

and
P2 ∈ Rb, PT2 P2 = Ib, b = (2n+ 3)me.

It sets a new matrix
N4 = P1N3P2

It has the structure
N4 =

(
N11

4 N12
4

0 N22
4

)
∈ Ca×b (71)

where the global structure is given by

N11
4 =

(
Yp,−n+2(q−1)

)
1≤p,q≤n+1

∈ Cc×c, c = (n+ 1)×me,

N12
4 ∈ Cc×d, d = (n+ 2)×me,
0 ∈ Ce×c, e = (n+ 1)mo,
N22

4 ∈ Ce×d.

(72)

One again the same is unchanged
rank(N4) = rank(N).

The point is of course that the diagonal structure of N4 simplifies the study of its rank since it is
sufficient to study the rank of the diagonal blocks. The top left block N11

4 being a square matrix, it is
not difficult to show it is invertible. On the contrary the bottom right block N22

4 is still rectangular,
so its study will be a little more involved.

Lemma 4.6. The square matrix N11
4 is invertible with rank(N11

4 ) = (n+ 1)me.
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Proof. Indeed (69) implies that

N11
4,pq = −σt

2n+3∑
k=1

ei2(q−p)kµUe(kµ)QUe(−kµ) ∈ Cme×me .

Take X = (X1, . . . , Xn+1) ∈ C(n+1)me . With the standard notation for the sesquilinear product in
complex algebra, one has

(N11
4 X,X) =

n+1∑
p=1

n+1∑
q=1

(N11
4,pqXp, Xq) = −σt

n+1∑
p=1

n+1∑
q=1

2n+3∑
k=1

ei2(q−p)kµ (Ue(kµ)QUe(−kµ)Xp, Xq)

= −σt
2n+3∑
k=1

(
Ue(kµ)QUe(−kµ)

(
n+1∑
p=1

e−i2pkµXp

)
,

(
n+1∑
q=1

e−i2qkµXq

))

= −σt
2n+3∑
k=1

(
QUe(−kµ)

(
n+1∑
p=1

e−i2pkµXp

)
, Ue(−kµ)

(
n+1∑
p=1

e−i2pkµXq

))
.

The matrixQ is hermitian positive by construction (63), that isQ = Q∗ > 0. TakeX ∈ ker(N11
4 ). Then∑n+1

p=1 e
−i2pkµXp = 0 for all 1 ≤ k ≤ 2n+ 3. To end the proof, let us take an integer 1 ≤ p′ ≤ 2n+ 3.

If p′ = 2p− 1 is odd, then we set Yp′ = 0. If p′ = 2p is even, then we set Yp′ = Xp. So one can write∑2n+3
p′=1 e

−ip′kµYp′ = 0. A discrete Fourier transform yields Yp′ = 0 for all p′. So X = 0. More generally
ker(N11

4 ) = {0}, so the claim is proved.

Let us now turn to the remaining rectangular bottom right block.

Lemma 4.7. By construction, the rectangular matrix N22
4 ∈ Ce×d has a sparse explicit structure

N22
4 =

2n+ 3

2


AT − iBT AT + iBT 0 . . . 0 0

0 AT − iBT AT + iBT . . . 0
. . . . . . . . . . . . . . . . . .
0 . . . . . . AT − iBT AT + iBT 0
0 0 . . . . . . AT − iBT AT + iBT


where the number of (block)lines is e = (n+ 1)mo and the number of (block)columns is d = (n+ 2)me.

Proof. Consequence of Lemma 4.5 and the definition of the permutation matrices P1 and P2.

Let us define the space Y ⊂ Cme

Y =

n+2⋂
p=1

range
(
cosµpA

T − sinµpB
T
)
. (73)

It will appear that this space is equal the the space A(N, g) previously defined in (28) and it is the
keystone of the proof.

Lemma 4.8. One has rank(N22
4 ) = (n+ 2)me − dim(Y )

Proof. • Since N22
4 goes from C(n+2)me into C(n+1)mo , the claim is proved provided that ker(N22

4 ) =
dim(Y ). Then the claim will follow by the rank Theorem since

(n+ 2)me = rank(N22
4 ) + dim ker(N22

4 ) = rank(N22
4 ) + dim(Y ),
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• So let us study the kernel ker(N22
4 ). Take X = (x1, . . . , xn+2)t ∈ ker(N22

4 ), with xq ∈ Cme for
q = 1, . . . , n+ 2. A discrete Fourier transform is performed with respect to the index q

x1

. . .
xq
. . .
xn+2

 =

n+2∑
p=1


ei2πp

1
n+2αp
. . .

ei2πp
q

n+2αp
. . .

ei2πp
n+2
n+2αp

 , αq ∈ Cme , 1 ≤ q ≤ n+ 2. (74)

Then

0 = N22
4 X =

2n+ 3

2

n+2∑
p=1



ei2πp
1

n+2

(
(AT − iBT ) + ei2πp

1
n+2 (AT + iBT )

)
αp

. . .

ei2πp
q

n+2

(
(AT − iBT ) + ei2πp

1
n+2 (AT + iBT )

)
αp

. . .

ei2πp
n+1
n+2

(
(AT − iBT ) + ei2πp

1
n+2 (AT + iBT )

)
αp


∈ C(n+1)mo . (75)

Still a consequence of the rectangular structure, one cannot directly perform an inverse Fourier trans-
form because the vector is made of only n+1 vectors of sizemo. For a Fourier technique, the coefficients
must consider ei2πp

n+2
n+2 which is not in (75). One more quantity is needed. So a possibility is to add

one line in (75) and to write for some unknown vector z ∈ Cmo

2n+ 3

2

n+2∑
p=1



ei2πp
1

n+2

(
(AT − iBT ) + ei2πp

1
n+2 (AT + iBT )

)
αp

. . .

ei2πp
q

n+2

(
(AT − iBT ) + ei2πp

1
n+2 (AT + iBT )

)
αp

. . .

ei2πp
n+1
n+2

(
(AT − iBT ) + ei2πp

1
n+2 (AT + iBT )

)
αp

ei2πp
n+2
n+2

(
(AT − iBT ) + ei2πp

1
n+2 (AT + iBT )

)
αp


=


0
. . .
0
. . .
0
z

 ∈ C(n+2)me . (76)

Now one can perform a discrete inverse Fourier transform more easily. One obtains

(2n+ 3)(n+ 2)

2

(
(AT − iBT ) + ei2πp

1
n+2 (AT + iBT )

)
αp = z, 1 ≤ p ≤ n+ 2. (77)

It is actually evident by direct insertion that (77) is the solution of (76). That is

(2n+ 3)(n+ 2)eiπp
1

n+2

2

(
cosµpA

T − sinµpB
T
)
αp = z, µp = πp

1

n+ 2
, 1 ≤ p ≤ n+ 2. (78)

By definition z ∈ range
(
cosµpA

T − sinµpB
T
)
. Therefore z ∈ Y =

⋂n+2
p=1 range

(
cosµpA

T − sinµpB
T
)
.

In summary of the construction of this paragraph, all X ∈ ker(N22
4 ) generate a z ∈ Y .

• Reciprocally, take z ∈ Y so that there exists at least one family (αp)1≤p≤n+2 which solves (78). For
this family, thanks to the Fourier formula (74) one X ∈ ker(N22

4 ). Let us show that X is actually
unique.

Consider two different families α′p and α′′p for 1 ≤ p ≤ n + 2, both satisfying (78) for the same
z ∈ Y . Then αp = α′p − α′′p satisfies (78) for z = 0. By (64), one has

(
cosµpA

T − sinµpB
T
)

=

Uo(−µp)ATUe(µp). So
ATUe(µp)z = 0⇐⇒ (AAT )Ue(µp)αp = 0.

By Lemma (2.2), the matrix is non singular so Ue(µp)αp = 0 and αp = 0 for 1 ≤ p ≤ n+ 2. Therefore
the solution (αp)1≤p≤n+2 to (78) is unique, which in turn yields that X ∈ ker(N22

4 ) is unique.
• So Y is in bijection with ker(M22

4 ) and their dimensions are equal. The proof of the claim is ended.
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4.3 The space Y
Lemma 4.9. Y = A(N,n+ 2).

Proof. One has that range
(
cosµpA

T − sinµpB
T
)

= [ker (cosµpA− sinµpB)]
⊥. The rotational invari-

ance identities (22) yield cosµpA− sinµpB = Ue(−µp)AUo(µp) so

ker (cosµpA− sinµpB) = Uo(−µp)ker(A).

Finally Uo(−µp) is a unitary matrix, so

ker (cosµpA− sinµpB)
⊥

= Uo(−µp)ker(A)⊥

Therefore one has the equivalent definition of the space

Y =

n+2⋂
p=1

Uo(−µp)
(
ker(A)⊥

)
. (79)

The µp are defined in (78), that is µp = π p
n+2 for 1 ≤ p ≤ n + 2. Comparison of (27-28) and (79)

shows that Y = A(N, g) with g = n+ 2.

Lemma 4.10. Take n ≥ N − 1. Then Y = {0}.

Proof. The claim follows from Lemma 2.5.

Proposition 4.11. Take n ≥ N − 1. One has rank(N4) = rank(Mn) = dim(Wn) = (2n+ 3)me.

Proof. By Lemmas 4.6 and 4.8, one gets that rank(N4) = (n + 1)me + (n + 2)me = (2n + 3)me. By
Lemma 4.2 and 4.4, one gets

(2n+ 3)me = rank(N4) = rank(Mn) ≤ dim(Wn) ≤ (2n+ 3)me.

So all inequalities are equalities.

Proposition 4.12. Take n = 0. One has rank(N4) = rank(Mn) = dim(Wn) = m.

Proof. By Lemma 2.7 one has that dimY = dim (A(N, 2)) = 2me −mo. So

me + 2me − (2me −mo) = me +mo = m = rank(N4) = rank(Mn)

By Lemma 4.2 and 4.4 one has

rank(Mn) ≤ dim(Wn) ≤ me +mo = m.

So all inequalities are equalities.

Proposition 4.13. Take N = 3 and n = 1. One has rank(Mn) = 19.

Proof. For N = 3, then me = 4 and mo = 6, ad also Y = A(3, 3). By Lemma 2.8 rank(N4) =
rank(Mn) = (2n+ 3)me − dimY = 20− 1 = 19.
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4.4 Final proofs of Theorem 1.1 and Theorem 1.2
Proof of Theorem 1.1. By Lemmas 4.11 and 4.12, one gets that the columns vectors of Mn (which all
belong to Vn) span a space which has the same dimension as Vn. So the fundamental property 3.12 is
established. Then the bounds (52-53) are inserted in (45), and the proof is ended.

Proof of Theorem 1.2. One considers N = 3 and n = 1. On the one hand one has rankM1 = 19 by
proposition 4.12. On the other hand one has the upper bound of Lemma 4.2 with me = 4 and mo = 6

dimV1 ≤ 2me + min (3me, 2mo) = 8 + min(12, 12) = 20.

There is a mismatch because 19 < 20, so one cannot conclude without a sharper upper bound. At
inspection, it appears that the bound dimV1 ≤ 20 is not optimal. We now show that a sharper bound
is possible. We use a method similar to the one of Lemma 4.3 which is by direct examination of the
relations (47) for p+ q = n = 1. Of course, this is possible only because the dimension is low.

One has dimV1 = dimW1 ≤ 8 + rankN where the square matrix N =

(
2AT BT 0

0 AT 2BT

)
∈

M12(R) come from (47) for p + q = 1 and the sub-matrices are given by (19-20). One has rankN =

rankNT = 12 − dim kerNT . Since NT =

 2A 0
B A
0 2B

, then kerNT is made of vectors (β, γ) ∈

R6 × R6 such that
β ∈ kerA, γ ∈ kerB, Bβ +Aγ = 0.

With natural notations, one has from (19-20)

β ∈ kerA⇐⇒ β2 = β5 = β6 = 1√
5
β1 +

√
3
14β3 − 1√

70
β4 = 0,

γ ∈ kerB ⇐⇒ γ1 = γ3 = γ4 = 1√
5
γ2 − 1√

70
γ5 −

√
3
14γ6 = 0.

(80)

It yields 8 linearly independent linear constraints. Inspection of the equation Bβ+Aγ = 0 shows that
the second line vanishes identically because of (80). It shows that one of the four linear equations in
Bβ + Aγ = 0 is redundant with the ones in (80). So dim kerNT ≥ 1. Therefore rankN ≤ 11 and
finally dimV1 ≤ 8 + 11 = 19. One gets the equality with dimM1 = dimV1 = 19. So the fundamental
property is proved and the proof is ended.

5 Numerical illustrations
In this section we show that the theoretical estimates of convergence are observed in TDG calculations.
We consider the TDG method with the solutions (7) for the particular cases of the P1 and P3 models
see [6, Section 4] or [26, Chapter 5] for explicit formula of these solutions. In the following the scheme
is tested with equi-distributed directions starting with d1 = (1, 0).

We consider the stationary P1 model for which me = 1. Let x = (x, y)T ,Ω = [0, 1]2, σa =
1/
√

3, σs = 1/
√

3. The exact solution we consider here is

uex(x) =
(

cos(y)e
√

3x,−(
√

3/2) cos(y)e
√

3x, 0.5 sin(y)e
√

3x
)T
.

Results obtained with n = 0, 1 and 2, that is with 2n + 3 = 3, 5 and 7 basis functions are displayed
on the left of Figure 2. As stated in Theorem 1.1 for the particular case N = 1, one only needs two
additional basis functions to increase the order by a factor 1. Note however that the orders obtained
here are slightly better than those predicted in Theorem 1.1: with n = 3, 5 and 7 basis functions, one
gets respectively order 0.8, 1.5 and 2.5.

We also consider the stationary P3 model for which me = 4. Let x = (x, y)T ,Ω = [0, 1]2, σa =
0.2, σs = 0.3. The exact solution we consider is taken from the solution (7) and has for eigenvalue
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Figure 2: Order depending on the number of basis functions. On the left P1 model and on the right P3

model. L2 error in logarithmic scale and random meshes. Here the number N on the horizontal axis
refers to the number of cells. More precisely h ≈ 1/N and the numbers of cells in the TDG simulation
scales as #cells ≈ 1/h2 ≈ N2.

√
7/
√

3 with a direction d = (cosπ/4, sinπ/4)T . Of course this solution does not belong to our basis
functions.
Results obtained with n = 0, 1 and 2, that is 3, 5 and 7 directions (for a total of 12, 20 and 28
basis functions) are displayed on the right of Figure 2. The order for n = 2 and n = 0 recovers the
estimate Theorem 1.1. For n = 1, we also observe convergence at the rate predicted by the second
main Theorem 1.2. We remind the reader that the proof of this Theorem was obtained in Section 4.4
by means of refinement of the method used for the general case.
Note that the tests for the P3 model are displayed on much coarser meshes than for the P1 model.
This comes from the bad condition number of the matrix which is a well known drawback of the TDG
method [8, 18, 26] and occurs when increasing the number of basis functions on fine meshes. Since we
do not want the condition number to interfere with the error study we choose not to refine the meshes
too much. Still, the bad conditioning of the matrix can probably be seen on the last point of the curve
representing 28 basis functions which is not completely aligned with the other points. Using better
preconditionner could solve this issue.

6 Conclusions
The core techniques, developped in this work for the analysis of the h-convergence of the vectorial
exponential functions adapted to the PN model, rely on the matrix Mn. It appears that this matrix is
rectangular in the general case. This sole fact generates most of the technical mathematical difficulties
that we have encountered. It must be emphasized on that the same methodology for the Helmholtz
equation [8, 24] is much more simple due to the fact that the matrices are square Vandermonde
matrices. It is also the case for the P1 model with the even-odd simplification studied in one of our
previous work [27]. In this work, we also use the properties of Vandermonde matrices, but in a much
more indirect way.

With respect to the results in [26], our results are more powerful in the sense that we use the
minimal number of basis functions and the proof does not rely on the Bezout theorem for roots of
systems of multivariate polynomial equations. Nevertheless there is the restriction: the directions of
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the vectorial exponential functions must be equi-distributed, which is not the case in the more general
situation considered in [26].

Equi-distributed directions which are natural in two-space dimension do not generalize in three-
space dimensions. This fundamental three-dimensional difficulty has been also encountered in [9] for
the approximation of Maxwell’s equations and in [24] for the approximation of the Helmholtz equation.
It is possible also that the approach developped in [24] for three-space dimension could be applied to
show h-convergence in two-space dimension for non equi-distributed directions almost everywhere in
the space of admissible angles.

An open problem remains at the end of this study, which is to obtain optimal results in the gap
0 < n < N − 1 for general N ∈ 2N + 1. For N = 1 the gap is empty, and for N = 3 the gap is
covered by Theorem 1.2. To cover general N ≥ 5 will require the development of new techniques for
the analysis of the rank of Mn where the rank is stricly less than the number of rows and the number
of columns of the matrix.

A Spherical harmonics

A.1 Legendre functions
The spherical harmonics are based on the Legendre functions P lk which read

Pmk (µ) =


1

2kk!
(1− µ2)m/2

dk+m

dµk+m
((µ2 − 1)k), m ≥ 0,

(−1)m
(k +m)!

(k −m)!
P−mk (µ), m < 0.

(81)

The Legendre polynomials satisfy orthogonal relations such as 1
2

∫ 1

−1
P 0
k dµ = δk,0 and 1

2

∫ 1

−1
Pmk P

m
k′ dµ =

1
(amk )2 δk,k′ where the normalization factor is amk =

√
(2k + 1) (k−m)!

(k+m)! . They also satisfy recursion
relations which are very useful to construct the matrices of the PN model

√
1− µ2Pmk = 1

2k+1

(
Pm+1
k+1 − P

m+1
k−1

)
,√

1− µ2Pmk = 1
2k+1

(
− (k −m+ 1)(k −m+ 2)Pm−1

k+1 + (k +m− 1)(k +m)Pm−1
k−1

)
,

µPmk = 1
2k+1

(
(k −m+ 1)Pmk+1 + (k +m)Pmk−1

)
.

A.2 Real spherical harmonics

The complex spherical harmonics are X̂m
k (ψ, φ) := (−1)mamk P

m
k (cosφ)eimψ for |m| ≤ k, where the

pure imaginary number is i2 = −1. Let us note µ = cosφ. The real spherical harmonics Xm
k are

.


Xm
k (ψ, µ) = amk P

m
k (µ), m = 0,

Xm
k (ψ, µ) = amk

√
2 cos(mψ)Pmk (µ), 0 < m ≤ k,

Xm
k (ψ, µ) = a

|m|
k

√
2 sin(|m|ψ)P

|m|
k (µ), −k ≤ m < 0.

(82)

They satisfy the recursion relations
cosψ

√
1− µ2Xm

k = εm(Amk Xk+1,m+1 −Bmk Xm+1
k−1 )− ζm(Cmk X

m−1
k+1 −D

m
k X

m−1
k−1 ),

sinψ
√

1− µ2Xm
k = ηm(Amk X

−m−1
k+1 −Bmk X−m−1

k−1 ) + φm(Cmk X
−m+1
k+1 −Dm

k X
−m+1
k−1 ),

µXm
k = Emk X

m
k+1 + Fk,mX

m
k−1,

(83)

26



where 

Amk =

√
(k +m+ 1)(k +m+ 2)

(2k + 1)(2k + 3)
, Bmk =

√
(k −m− 1)(k −m)

(2k − 1)(2k + 1)
,

Cmk =

√
(k −m+ 1)(k −m+ 2)

(2k + 1)(2k + 3)
, Dm

k =

√
(k +m− 1)(k +m)

(2k − 1)(2k + 1)
,

Emk =

√
(k −m+ 1)(k +m+ 1)

(2k + 1)(2k + 3)
, Fmk =

√
(k −m)(k +m)

(2k − 1)(2k + 1)
,

and the other coefficients are given in Table 1.

m < −1 m = −1 m = 0 m = 1 m > 1

εm − 1
2 0

√
2

2
1
2

1
2

ζm − 1
2 − 1

2 0
√

2
2

1
2

ηm − 1
2 −

√
2

2

√
2

2
1
2

1
2

φm − 1
2 − 1

2 0 0 1
2

Table 1: Coefficients of the equations (83)

They also satisfy orthogonality relations like 1
4π

∫
S2 X

m
k dψdµ = δk,0δm,0 and 1

4π

∫
S2 X

m
k Xk′,m′dψdµ =

δk,k′δm,m′ .
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