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Fokker-Plank system for movement of micro-organism population in

confined environment

Jingyi Fu∗ Benoit Perthame† Min Tang‡

July 6, 2021

Abstract

We consider self-propelled particles confined between two parallel plates, moving with a constant velocity while their
moving direction changes by rotational diffusion. The probability distribution of such micro-organisms in confined
environment is singular because particles accumulate at the boundaries. This leads us to distinguish between the prob-
ability distribution densities in the bulk and in the boundaries. They satisfy a degenerate Fokker-Planck system and
we propose boundary conditions that take into account the switching between free-moving and boundary-contacting
particles. Relative entropy property, a priori estimates and the convergence to an unique steady state are established.
The steady states of both the PDE and individual based stochastic models are compared numerically.

2010 Mathematics Subject Classification. 35Q84; 35Q92; 35K65; 65C05; 65M06; 92C17
Keywords and phrases. Piecewise deterministic Markov process; Fokker-Planck equation; Relative entropy; Monte-Carlo
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Introduction

Self-propelled micro-organisms, such as C. Crescentus [19, 20] and different types of Escherichia coli [1, 4, 22]
accumulate near boundaries. Micro-swimmers bump into various obstacles and boundaries, alter the motility and are
trapped in the near surface region. This phenomena strongly relates to the first stages of biofilm formation and is
important when micro-organisms are moving inside micro-fluidic devices [7, 13, 15] or micro-structures [6, 23]. Two
possible mechanisms are attributed to the near surface behavior, one is long range hydrodynamic interactions between
swimming cell and the surface [1, 24], the other is steric interactions [19, 20, 12]. Models based on either of them can
lead to accumulation at the boundaries.

Cell-wall interactions have attracted a lot of interest from micro-biologists [1, 4, 9, 14, 19, 20, 22]. In the experiment
in [1], the authors measured the distribution of non-tumbling E. coli cells swimming between two parallel plates. They
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measured the cell density as a function of distance away from the plate. However, which of the two mechanisms,
hydrodynamic or steric interactions, dominates the reorientation is not clear.

Motivated by the experiment in [1] and the theoretical models in [20], we consider here self-propelled micro-organisms
confined between two parallel plates. We assume they move with a constant velocity V , while their moving direction
changes by rotational diffusion and we ignore their interaction with the external fluid. More precisely, we consider a
2-dimensional stochastic model for particles confined between two horizontal boundaries {y = ±L}. When the micro-
organism is away from boundaries, it swims at a constant speed V and changes its orientation with white noise; and
when it touches boundary, it keeps changing orientation with the same rotational Brownian motion but stays at the
boundary until it is oriented away from the boundary. The evolution of its vertical position Yt and the angle between
its orientation and horizontal plane Θt, is described by a stochastic differential equation (SDE) entering the class of
Piecewise-Deterministic Markov Processes [5],

dYt =

{
V sin Θt dt, for |Yt| < L or |Yt| = L, and YtΘt ≤ 0,

0, for |Yt| = L, and YtΘt > 0,

dΘt =
√

2DθdBt.

(0.1)

Here Bt is a Brownian motion, and Dθ is the rotational diffusion coefficient. The process (Yt,Θt) stays in the set
Ω ∪ Ω+ ∪ Ω−. Here Ω = {(y, θ)| − L < y < L,−π < θ < π} in which cells can move freely with constant velocity V ,
i.e. cells are at free-swimming phase (FSP). When cells move towards the boundary and touch it, they keep propelling
themselves but are not able to move forward due to the steric forces of the boundary. This state is called boundary
contacting phase (BCP) for which

(Yt,Θt) ∈ {(y, θ)| y = ±L, 0 < ±θ < π} =: Ω±.

Then, cells return to FSP when their orientations are parallel to the boundary due to rotational diffusion. The mechanism
of how cells change their movement directions near the boundary is more complex than rotational diffusion, for example
the flow field close to the boundary plays an important role and some bacteria may tumble [4, 9, 11, 19]. No-flux boundary
condition for Fokker-Planck model is proposed in [12], and independently derived in [2] as the vanishing inertia limit of a
elastic collision boundary condition. However, the no-flux condition represent the balance of translational diffusion and
self-propulsion in the wall-normal direction. While in our model, only rotational diffusion is considered for simplicity,
and the collision is assumed to be inelastic.

The SDE model (0.1) exhibits accumulations at the boundaries due to the direction persistence. The probability
density function of the particles can be described by a Fokker-Plank equation inside |Yt| < L, but particles behave
differently at the boundaries and stop moving until the Brownian motion generates an angle forcing cells to re-enter
the domain. The purpose of this work is to propose appropriate boundary conditions for the Fokker-Plank equation
in confined environment, so that it can describe the correct probability density distribution of the SDE model (0.1).
The boundary conditions are deduced from the switching between FSP and BCP which gives a coupled system of three
equations, one for free swimming cells, the other two for boundary-contacting cells at Yt = L and Yt = −L. Similar
models have been proposed and studied before in [18, 26], in which semi-analytical solutions are derived for the steady
state distribution. Here in this paper, we study the time evolutionary system and establish the relative entropy estimate
and give its long term convergence to steady state solution.

The rest of this paper is organized as follows. In section 1, we introduce the Fokker-Plank model with appropriate
boundary conditions when the micro-organisms are confined in two parallel plates. We give the relative entropy inequality
and a priori estimate in section 2 and the weak convergence of the model system to steady state under certain assumptions
in section 3. Finally, in section 4, we employ Von Mises iterations based on an entropy decreasing semi-discrete scheme to
get the numerical solution of the steady state problem. We compare the numerical results with Monte-Carlo simulations.
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1 The Fokker-Planck system

We consider the following degenerate Fokker-Planck system:

∂p

∂t
+ V sin θ

∂p

∂y
−Dθ

∂2p

∂θ2
= 0, (y, θ) ∈ Ω,

∂p+

∂t
−Dθ

∂2p+

∂θ2
= V sin θp(t, L, θ), (L, θ) ∈ Ω+,

∂p−
∂t
−Dθ

∂2p−
∂θ2

= −V sin θp(t,−L, θ), (−L, θ) ∈ Ω−.

(1.1a)

(1.1b)

(1.1c)

Here p(t, y, θ) represents the probability distribution of free-swimming cells at time t, position y and with moving
direction θ; p±(t, θ) are the probability density distributions of boundary-contacting cells at time t, position ±L and
with moving direction ±θ ∈ (0, π). The diffusion in θ terms in (1.1a)–(1.1c) describe the rotational diffusion of cells
while the y−derivative term models the free transport with velocity V sin θ in y direction when cells are at FSP. Notice
the degeneracy of the system (the missing diffusion in y) which is standard in kinetic theory [25, 8, 3, 16]. The terms
on the right hand side of (1.1b)–(1.1c) describe the transitions from FSP to BCP. Since when cells at FSP reach and
move towards the boundary, they will switch to BCP, the changes p±(t + dt, θ) dθ − p±(t, θ) dθ, with dt being a small
time interval, are composed by two parts, one is due to the rotational diffusion and the other is from cells at FSP near
±L. More precisely, let L0 = L − V sin θ dt, the number of cells locating in the interval [L0, L) (or in (−L,−L0] for

p−) and moving forward in direction θ with velocity V is
∫ L
L0
p(t, s, θ) ds. When dt → 0, we find that the source terms

for p± are as in (1.1b) and (1.1c). On the other hand, cells at BCP can switch to FSP when they are attached to the
boundary at y = L (y = −L) and change their swimming direction from θ ∈ (0, π) (θ ∈ (−π, 0)) to 0 or π by rotational
diffusion. Therefore the source term for p inside Ω is 0 but there is flux coming from the boundary point y = ±L, θ = 0
and y = L, θ = π, y = −L, θ = −π.

Boundary conditions. The Fokker-Planck system (1.1) comes with boundary conditions which we describe now. We
begin with the equation for p(t, y, θ). On the one hand for θ, cells at FSP moving with direction θ = π and θ = −π are
the same and thus periodic boundary conditions are used

p(t, y,−π) = p(t, y, π),
∂p

∂θ
(t, y,−π) =

∂p

∂θ
(t, y, π), −L < y < L. (1.2)

On the other hand for y we have a transport term and we need boundary conditions only when cells enter the domain
(−L,L), and since there is no BCP cell in the entering boundary we impose Dirichlet condition

p(t, L, θ) = 0, θ ∈ (−π, 0), p(t,−L, θ) = 0, θ ∈ (0, π), (1.3)

Next, we turn to p± and their boundary condition related to diffusion. In order to express that BCP cells p± can only
leave the boundary at θ = 0 or ±π, we specify Dirichlet boundary conditions

p+(t, 0) = p+(t, π) = 0, p−(t, 0) = p−(t,−π) = 0. (1.4)

It remains a difficulty related to the degeneracy of the Fokker-Planck equation. We need to express that BCP cells
turning to the angles 0 or ±π will re-enter the domain, i.e., will change their status to FSP.
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To determine p at ±L, we need four conditions for p(t, y, θ) at the points (±L, 0), (±L,±π). Since cells switch from
BCP to FSP immediately when θ changes from positive to negative at y = L, from (1.1b), (1.1a), we have that, at θ = 0,

∂

∂t

∫ 0+

0−

p(t, L, θ) dθ −Dθ
∂p

∂θ

∣∣∣θ=0+

θ=0−
= −

( ∂
∂t

∫ 0+

0−

p+(t, θ) dθ −Dθ
∂p+

∂θ

∣∣∣θ=0+

θ=0−

)
δy=L

p+(t, θ) is defined for θ ∈ (0, π), but it can be extended to (−π, π) with p+(t, θ) = 0 for θ ∈ (−π, 0), which indicates that
∂p+
∂θ (t, 0−) = 0. Noting (1.4), we find

Dθ
∂p+

∂θ
(t, 0+) +Dθ

∫ L

L−

∂p

∂θ
dy
∣∣∣θ=0+

θ=0−
= 0

Thus ∂p
∂θ jumps at the point (y, θ) = (L, 0) while it is continuous at (y, 0) with y ∈ (−L,L). Similar calculations give the

jumps of ∂p
∂θ at (y, θ) = (−L, 0). Thus, we find

∂p

∂θ
(t, y, θ)

∣∣∣θ=0+

θ=0−
= −∂p+

∂θ
(t, 0+)δy=L +

∂p−
∂θ

(t, 0−)δy=−L. (1.5)

On the other hand, due to the periodic boundary conditions for θ in (1.2), by letting p(t, y, θ + 2π) = p(t, y, θ) for
θ ∈ [−π, 0), we can extend p(t, y, θ) from θ ∈ (−π, π) to θ ∈ (−π, 2π). Then ∂p

∂θ (t, y, θ) is continuous at θ = π and
y ∈ (−L,L). Similar calculations as for θ = 0 yields

∂p

∂θ
(t, y, θ)

∣∣∣θ=π+

θ=π−
=
∂p+

∂θ
(t, π−)δy=L −

∂p−
∂θ

(t,−π+)δy=−L. (1.6)

Remark 1.1. Another way of taking into account the degeneracy of the Fokker-Plank equation is to add a source term
on the right hand side of the density equation for cells at FSP such that

∂p

∂t
+ V sin θ

∂p

∂y
−Dθ

∂2p

∂θ2
= DθSp, (1.7)

with the source term Sp being given by

Sp(t, y, θ) = δy=L

[
δθ=0

∂p+

∂θ
(t, 0)− δθ=π

∂p+

∂θ
(t, π)

]
+ δy=−L

[
−δθ=0

∂p−
∂θ

(t, 0) + δθ=−π
∂p−
∂θ

(t,−π)

]
. (1.8)

The source term can be understood as follows. Cells at BCP can switch to FSP when they are attached to the boundary at
y = L (y = −L) and change their swimming direction from θ ∈ (0, π) (θ ∈ (−π, 0)) to 0 or π by rotational diffusion. The

flux of a diffusion process is driven by the negative gradient. Therefore, ∂p+
∂θ (t, 0) is the number of cells that go outside

of the interval (0, θ) by rotational diffusion at y = L, θ = 0. Cells switch from BCP to FSP immediately when θ becomes

negative at y = L, which yields the source term δy=Lδθ=0
∂p+
∂θ (t, 0) in (1.8). Other terms in (1.8) can be understood

similarly.

Mass conservation, weak form. Finally, we equip this system (1.1) with the following nonnegative bounded initial
data

p(0, y, θ) = p0(y, θ), (y, θ) ∈ Ω; p±(0, θ) = p0,±(θ), (±L, θ) ∈ Ω±, (1.9)
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The transfer terms and the boundary conditions are compatible with mass conservation, that means

M(t) =

∫ L

−L

∫ π

−π
p dθ dy +

∫ π

0

p+ dθ +

∫ 0

−π
p− dθ := M(0). (1.10)

We impose that the initial data satisfy M(0) = 1.
More generally, mass conservation is a special case of the weak form of the equation. We define admissible test

functions as smooth functions ϕ(t, y, θ) defined in [0, T )×Ω which satisfy the periodicity condition ϕ(t, y,−π) = ϕ(t, y, π),
∂ϕ
∂θ (t, y,−π) = ∂ϕ

∂θ (t, y, π), ϕ+(t, θ) defined on [0, T )×[0, π] and ϕ−(t, θ) defined on [0, T )×[−π, 0] which satisfy ϕ(t, L, θ) =
ϕ+(t, θ), for θ ∈ [0, π] and ϕ(t,−L, θ) = ϕ−(t, θ) for θ ∈ [−π, 0]. Then, the weak form is written, for all admissible test
functions, as∫ T

0

∫
Ω

p

[
−∂ϕ
∂t
− V sin θ

∂ϕ

∂y
−Dθ

∂2ϕ

∂θ2

]
+

∫ T

0

∫ π

−π
p+

[
−∂ϕ+

∂t
−Dθ

∂2ϕ+

∂θ2

]
+

∫ T

0

∫ π

−π
p−

[
−∂ϕ−

∂t
−Dθ

∂2ϕ−
∂θ2

]
=

=

∫
Ω

p0ϕ(t = 0) +

∫ π

−π
[p0,+ϕ+(t = 0) + p0,−ϕ−(t = 0)]−

∫
Ω

p(T )ϕ(T ) +

∫ π

−π
[p+(T )ϕ+(T ) + p−(T )ϕ−(T )].

We notice that the formal integration by parts uses all the boundary conditions.
This formulation and the a priori bounds in next section, also tells us that the probability distribution of the process

(0.1) is composed of p(t, y, θ) which is absolutely continuous with respect to Lebesgue measure dy dθ, and singular parts,
concentrated on the boundaries, p± which are absolutely continuous with respect to dθ.

2 Relative entropy and a priori estimates

Since the model in (1.1) is linear, we take for granted existence and non-negativity of weak solutions even if its
degeneracy and boundary conditions yield interesting mathematical questions. We derive here formally the relative
entropy estimate and we deduce some a priori bounds (see [21] for the general form of entropy structure).

The relative entropy uses the stationary state distributions q(y, θ) and q±(θ) which satisfy:

−Dθ
∂2q

∂θ2
+ V sin θ

∂q

∂y
= 0, (y, θ) ∈ Ω,

−Dθ
d2q+

dθ2
= V sin θq(L, θ), (L, θ) ∈ Ω+,

−Dθ
d2q−
dθ2

= −V sin θq(−L, θ), (−L, θ) ∈ Ω−,

(2.1a)

(2.1b)

(2.1c)

with the boundary conditions

q(y, θ) = q(y, θ + 2π),
∂q

∂θ
(y, θ) =

∂q

∂θ
(y, θ + 2π), (y, θ) ∈ Ω,

q(L, θ) = 0, θ ∈ (−π, 0), q(−L, θ) = 0, θ ∈ (0, π),

∂q

∂θ
(y, θ)

∣∣∣θ=0+

θ=0−
= −∂q+

∂θ
(0+)δy=L +

∂q−
∂θ

(0−)δy=−L,

∂q

∂θ
(y, θ)

∣∣∣θ=π+

θ=π−
=
∂q+

∂θ
(π−)δy=L −

∂q−
∂θ

(−π+)δy=−L,

q+(0) = q+(π) = 0, q−(0) = q−(−π) = 0.

(2.2)
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Since the model is linear, we can normalize (q, q±) and let it satisfy∫ L

−L

∫ π

−π
q dθ dy +

∫ π

0

q+ dθ +

∫ 0

−π
q− dθ = 1. (2.3)

Thanks to the linearity of the model, and despite its degeneracy, we admit well-posedness and non-negativity of the
solution to (2.1)–(2.3). Moreover, we also admit the strong maximum principle and get that q is strictly positive in the
domain (−L,L)× (−π, π). Therefore, Ω0 = {(y, θ) ∈ Ω| q(y, θ) = 0} is restricted to the incoming part of the boundary.
Moreover, concavity of q± guarantees their strictly positivity in Ω±.

Before establishing the relative entropy estimate, we define formally the relative gap ω and ω± as

ω(t, y, θ) =
p(t, y, θ)

q(y, θ)
− 1, (y, θ) ∈ Ω \ Ω0,

ω+(t, θ) =
p+(t, θ)

q+(θ)
− 1, (L, θ) ∈ Ω+,

ω−(t, θ) =
p−(t, θ)

q−(θ)
− 1, (−L, θ) ∈ Ω−.

(2.4)

For the sake of simplicity, hereafter we denote ω(t,±L, θ) by ω±L(t, θ), p(t,±L, θ) by p±L(t, θ), and q(t,±L, θ) by q±L(θ).
We have the following relative entropy inequality:

Theorem 2.1. Consider a solution p to equation (1.1) with the boundary conditions in (1.2) and q is a solution to (2.1)
with the boundary conditions in (2.2). For any convex function H ∈ C2(R), the relative gaps ω and ω± as in (2.4) satisfy

d

dt

[∫ L

−L

∫ π

−π
qH(ω) dθ dy +

∫ π

0

q+H(ω+) dθ +

∫ 0

−π
q−H(ω−) dθ

]
= −D(1)

H (t)−D(2)
H (t)−D(3)

H (t) ≤ 0, (2.5)

where the dissipation from diffusion is,

D
(1)
H (t) = Dθ

∫ π

0

q+H
′′(ω+)

(∂ω+

∂θ

)2

dθ +Dθ

∫ 0

−π
q−H

′′(ω−)
(∂ω−
∂θ

)2

dθ +Dθq

∫ L

−L

∫ π

−π

[
qH ′′(ω)

(∂ω
∂θ

)2
]

dθ dy, (2.6)

the dissipation of switching from FSP to BCP is

D
(2)
H (t) =

∫ π

0

V sin θq+L[H(ω+L)−H(ω+)−H ′(ω+)(ω+L − ω+)] dθ

+

∫ 0

−π
−V sin θq−L [H(ω−L)−H(ω−)−H ′(ω−)(ω−L − ω−)] dθ,

(2.7)

and the dissipation of switching from BCP to FSP is

D
(3)
H (t) =−Dθ

{
[H(ω+)−H(ω+L)−H ′(ω+L)(ω+ − ω+L)]

∂q+

∂θ

} ∣∣∣∣∣
π

0

−Dθ

{
[H(ω−)−H(ω−L)−H ′(ω−L)(ω− − ω−L)]

∂q−
∂θ

} ∣∣∣∣∣
0

−π

.

(2.8)
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Proof. Substituting p+ = q+ω+ + q+ into (1.1b) and using (2.1b), we get

q+
∂ω+

∂t
=Dθ(1 + ω+)

∂2q+

∂θ2
+ 2Dθ

∂q+

∂θ

∂ω+

∂θ
+Dθq+

∂2ω+

∂θ2
+ V sin θq+L(1 + ω+L)

=Dθ

[
(ω+ − ω+L)

∂2q+

∂θ2
+ 2

∂q+

∂θ

∂ω+

∂θ
+ q+

∂2ω+

∂θ2

]
.

. (2.9)

Multiplying both sides of (2.9) by H ′(ω+) yields

q+

Dθ

∂H(ω+)

∂t
=H ′(ω+)(ω+ − ω+L)

∂2q+

∂θ2
+ 2

∂q+

∂θ

∂H(ω+)

∂θ
+ q+H

′(ω+)
∂2ω+

∂θ2

=H ′(ω+)(ω+ − ω+L)
∂2q+

∂θ2
+ 2

∂q+

∂θ

∂H(ω+)

∂θ
+ q+

[
∂2H(ω+)

∂θ2
−H ′′(ω+)

(∂ω+

∂θ

)2
]
.

(2.10)

Combining the above equation with

∂2
(
q+H(ω+)

)
∂θ2

= H(ω+)
∂2q+

∂θ2
+ 2

∂q+

∂θ

∂H(ω+)

∂θ
+ q+

∂2H(ω+)

∂θ2
,

we find( ∂
∂t
−Dθ

∂2

∂θ2

) [
q+H

(
ω+

)]
=Dθ[H

′(ω+)(ω+ − ω+L)−H(ω+)]
∂2q+

∂θ2
−Dθq+H

′′(ω+)
(∂ω+

∂θ

)2

=V sin θq+LH(ω+L)− V sin θq+L[H(ω+L)−H(ω+)−H ′(ω+)(ω+L − ω+)]

−Dθq+H
′′(ω+)

(∂ω+

∂θ

)2

.

(2.11)

Similarly, the equation for q−H(ω−) is( ∂
∂t
−Dθ

∂2

∂θ2

) [
q−H

(
ω−

)]
=− V sin θq−LH(ω−L) + V sin θq−L[H(ω−L)−H(ω−)−H ′(ω−)(ω−L − ω−)]

−Dθq−H
′′(ω−)

(∂ω−
∂θ

)2

.

(2.12)

Substituting p = qω + q into (1.1a) and using (2.1a), we have

q
∂ω

∂t
=(1 + ω)

(
Dθ

∂2q

∂θ2
− V sin θ

∂q

∂y

)
+ 2Dθ

∂q

∂θ

∂ω

∂θ
+Dθq

∂2ω

∂θ2
− V sin θq

∂ω

∂y

=2Dθ
∂q

∂θ

∂ω

∂θ
+Dθq

∂2ω

∂θ2
− V sin θq

∂ω

∂y
.

(2.13)

Multiplying both sides of the above equation by H ′(ω) gives

∂
(
qH(ω)

)
∂t

=2Dθ
∂q

∂θ

∂H(ω)

∂θ
+DθqH

′(ω)
∂2ω

∂θ2
− V sin θq

∂H(ω)

∂y

=2Dθ
∂q

∂θ

∂H(ω)

∂θ
+Dθq

[
∂2H(ω)

∂θ2
−H ′′(ω)

(∂ω
∂θ

)2
]
− V sin θq

∂H(ω)

∂y

=Dθ

∂2
(
qH(ω)

)
∂θ2

−DθH(ω)
∂2q

∂θ2
−DθqH

′′(ω)
(∂ω
∂θ

)2

− V sin θ

[
∂
(
qH(ω)

)
∂y

−H(ω)
∂q

∂y

]

=Dθ

∂2
(
qH(ω)

)
∂θ2

− V sin θ
∂
(
qH(ω)

)
∂y

−DθqH
′′(ω)

(∂ω
∂θ

)2

.

(2.14)
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The equality in (2.5) can be obtained by rearranging
∫ π−

0+
(2.11) dθ+

∫ 0−
−π+

(2.12) dθ+
∫ L
−L
∫ 0−
−π+

(2.14) dθ dy+
∫ L
−L
∫ π−

0+

(2.14) dθ dy. The two terms D
(1)
H and D

(2)
H are obvious and D

(3)
H is from the diffusion terms. After integrating and using

(1.3), the second order derivative in θ terms becomes

Dθ

[∂(q+H(ω+)
)

∂θ

∣∣∣θ=π−
θ=0+

+
∂
(
q−H(ω−)

)
∂θ

∣∣∣θ=0−

θ=−π+

+

∫ L

−L

∂
(
qH(ω)

)
∂θ

∣∣∣θ=π−
θ=0+

dy +

∫ L

−L

∂
(
qH(ω)

)
∂θ

∣∣∣θ=0−

θ=−π+

dy
]
. (2.15)

From the definitions of ω, ω± in (2.4), we have

p = ωq + q, p± = ω±q± + q±,

Then using the continuity of q and ω for (y, θ) ∈ (−L,L) × {0}, (1.3), (1.5) and second and third boundary conditions
in (2.2), we find∫ L

−L

∂
(
qH(ω)

)
∂θ

∣∣∣θ=0+

θ=0−
dy =

∫ L

−L
H ′(ω)

∂(ωq)

∂θ

∣∣∣θ=0+

θ=0−
dy +

∫ L

−L

(
H(ω)− ωH ′(ω)

)∂q
∂θ

∣∣∣θ=0+

θ=0−
dy

=

∫ L

−L
H ′(ω)

∂p

∂θ

∣∣∣θ=0+

θ=0−
dy +

∫ L

−L

(
H(ω)− (ω + 1)H ′(ω)

)∂q
∂θ

∣∣∣θ=0+

θ=0−
dy

=−
∫ L

−L
H ′
(
ω(t, y, 0)

)∂p+

∂θ
(t, 0+)δy=L dy +

∫ L

−L
H ′
(
ω(t, y, 0)

)∂p−
∂θ

(t, 0−)δy=−L dy

−
∫ L

−L

[
H
(
ω(t, y, 0)

)
−
(
ω(t, y, 0) + 1

)
H ′
(
ω(t, y, 0)

)] ∂q+

∂θ
(0+)δy=L dy

+

∫ L

−L

[
H
(
ω(t, y, 0)

)
−
(
ω(t, y, 0) + 1

)
H ′
(
ω(t, y, 0)

)] ∂q−
∂θ

(0−)δy=−L dy

which we also write

=−H ′
(
ω+L(t, 0)

) [
q+(0+)

∂ω+

∂θ
(t, 0+) +

(
ω+(t, 0+) + 1

)∂q+

∂θ
(0+)

]
+H ′

(
ω−L(t, 0)

) [
q−(0−)

∂ω−
∂θ

(t, 0−) +
(
ω−(t, 0−) + 1

)∂q−
∂θ

(0−)

]
−
[
H
(
ω+L(t, 0)

)
−
(
ω+L(t, 0) + 1

)
H ′
(
ω+L(t, 0)

)] ∂q+

∂θ
(0+)

+
[
H
(
ω−L(t, 0)

)
−
(
ω−L(t, 0) + 1

)
H ′
(
ω−L(t, 0)

)] ∂q−
∂θ

(0−)

=−H ′
(
ω+L(t, 0)

)
q+(0+)

∂ω+

∂θ
(t, 0+)−

(
ω+(t, 0+)− ω+L(t, 0+)

)
H ′
(
ω+L(t, 0)

)∂q+

∂θ
(0+)−H

(
ω+L(t, 0)

)∂q+

∂θ
(0+)

+H ′
(
ω−L(t, 0)

)
q−(0−)

∂ω−
∂θ

(t, 0−) +
(
ω−(t, 0−)− ω−L(t, 0−)

)
H ′
(
ω−L(t, 0)

)∂q−
∂θ

(0−) +H
(
ω−L(t, 0)

)∂q−
∂θ

(0−).
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Then using (1.4) and (2.2), we obtain

−
∂
(
q+H(ω+)

)
∂θ

(t, 0+) +
∂
(
q−H(ω−)

)
∂θ

(t, 0−)−
∫ L

−L

∂
(
qH(ω)

)
∂θ

∣∣∣θ=0+

θ=0−
dy

=
[
H
(
ω+L(t, 0+)

)
−H

(
ω+(t, 0+)

)
−H ′(ω+L(t, 0+))

(
ω+L(t, 0+)− ω+(t, 0+)

)] ∂q+

∂θ
(0+)

−
[
H
(
ω−L(t, 0−)

)
−H

(
ω−(t, 0−)

)
−H ′(ω−L(t, 0−))

(
ω−L(t, 0−)− ω−(t, 0−)

)] ∂q−
∂θ

(0−).

The other terms in (2.15) can be reformulated similarly and we obtain D
(3)
H . Due to the positivity of q± and the boundary

conditions that q±(0) = q±(±π) = 0, we have ∂q+
∂θ (0), ∂q−∂θ (−π) > 0 and ∂q+

∂θ (π), ∂q−∂θ (0) < 0. Then convexity of H and

the positivity q±, q give the positivity of D
(1)
H , D

(2)
H , D

(3)
H . This concludes the derivation of the relative entropy inequality.

The immediate consequence of relative entropy inequality (2.5) is the following a priori estimate which indicates
that if initially p, p± are bounded, they will not blow up.

Corollary 2.2. Assume there exists a constant Λ > 0 such that

‖ω(0, ·, ·)‖L∞(Ω) ≤ Λ, ‖ω±(0, ·)‖L∞(Ω±) ≤ Λ, (2.16)

then for all t ≥ 0,

‖ω(t, ·, ·)‖L∞(Ω) ≤ Λ, ‖ω±(t, ·)‖L∞(Ω±) ≤ Λ. (2.17)

Proof. By choosing the convex function H(x) = [(x− Λ)+]4 ∈ C2(R) in (2.5), we find

d

dt

[∫ L

−L

∫ π

−π
q(ω − Λ)4

+ dθ dy +

∫ π

0

q+(ω+ − Λ)4
+ dθ +

∫ 0

−π
q−(ω− − Λ)4

+ dθ

]
≤ 0.

Then, we conclude that∫ L

−L

∫ π

−π
q(ω(T, y, θ)− Λ)4

+ dθ dy +

∫ π

0

q+(ω+(T, θ)− Λ)4
+ dθ +

∫ 0

−π
q−(ω−(T, θ)− Λ)4

+ dθ

≤
∫ L

−L

∫ π

−π
q(ω(0, y, θ)− Λ)4

+ dθ dy +

∫ π

0

q+(ω+(0, θ)− Λ)4
+ dθ +

∫ 0

−π
q−(ω−(0, θ)− Λ)4

+ dθ = 0.

Since q is strictly positive for all (y, θ) in Ω except a zero measure subset, and q± are strictly positive for θ ∈ Ω±, we
conclude the proof.

3 Long time convergence

Another consequence of the relative entropy is the weak convergence to steady state for solutions of (1.1), under
certain assumptions. The approach is as follows. For k ∈ N, we define the time shifts

ωk(t, y, θ) = ω(t+ k, y, θ), (y, θ) ∈ Ω; ωk,±(t, θ) = ω±(t+ k, θ), (±L, θ) ∈ Ω±. (3.1)
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From Corollary 2.2, {ωk}, {ωk,±} are uniformly bounded in L∞. By weak compactness of L∞ space, there exists a
subsequence {nk}k∈N and limit functions ω∞ ∈ L∞

(
R × Ω

)
, ω∞,± ∈ L∞

(
R × Ω±

)
, such that for all functions φ(t, y, θ)

in L1(R× Ω) and φ±(t, θ) in L1(R× Ω±), we have for all T ∈ R,

lim
nk→∞

∫ ∞
T

∫ L

−L

∫ π

−π
φωnk dθ dy dt =

∫ ∞
T

∫ L

−L

∫ π

−π
φω∞ dθ dy dt,

lim
nk→∞

∫ ∞
T

∫ ±π
0

φ±ωnk,± dθ dt =

∫ ∞
T

∫ ±π
0

φ±ω∞,± dθ dt.

(3.2)

We prove in the subsequent part that ω∞, ω∞,± are zero functions.

Theorem 3.1. Assume that the initial data ω(0, ·, ·) and ω±(0, ·) are uniformly bounded in L∞, that is (2.16) are
satisfied. Then

ω∞ = 0, ω∞,± = 0, a.e. (3.3)

and thus for any test function φ(y, θ) ∈ L1(Ω), φ+(θ) ∈ L1(0, π), φ−(θ) ∈ L1(−π, 0),

lim
t→+∞

∫ π

−π

∫ L

−L
ω(t, y, θ)φ(y, θ) dy dθ = lim

t→+∞

∫ 0

−π
ω−(t, θ)φ−(θ) dθ = lim

t→+∞

∫ π

0

ω+(t, θ)φ+(θ) dθ = 0. (3.4)

Proof. The proof is divided into five steps, we first show that ω∞, ω∞,± are independent of θ by the relative entropy
estimate, then prove their independence of time and y by the equation and finally we use the conservation of mass to
show that ω∞, ω∞,± have to be zero almost everywhere.

First step: strong convergence from relative entropy inequality (2.5). Using the relative entropy H(x) = x2 in (2.5), we
obtain

I(t) =

∫ L

−L

∫ π

−π
qω2 dθ dy +

∫ π

0

q+ω
2
+ dθ +

∫ 0

−π
q−ω

2
− dθ and

dI(t)

dt
≤ 0.

Since the initial data are bounded as in (2.16), I(0) ≤ (4πL+ 2π)Λ2 <∞. Then, since I(t) is nonnegative, it converges

to a limit when t→∞. Therefore, limτ→∞
∫∞
τ

dI(t)
dt dt = 0 and we find

lim
τ→∞

∫ ∞
τ

(
D

(1)
H +D

(2)
H +D

(3)
H

)
[ω, ω±] dt = 0.

For ωnk and ωnk,±, this gives us

lim
nk→∞

∫ ∞
T

(
D

(1)
H +D

(2)
H +D

(3)
H

)
[ωnk , ωnk,±](t) dt = lim

nk→∞

∫ ∞
T+nk

(
D

(1)
H +D

(2)
H +D

(3)
H

)
[ω, ω±](t) dt = 0.

Consequently, due to the non-negativity of each term in D
(1)
H , D

(2)
H , D

(3)
H in (2.6)–(2.8), we can extract a subsequence,

still denoted by nk such that

∂ω∞
∂θ

(t, y, θ) = 0, a.e. in [T,∞)× Ω,

∂ω∞,±
∂θ

(t, θ) = 0, a.e. in [T,∞)× Ω±,

lim
nk→∞

ωnk,±L(t, θ)− ωnk,±(t, θ) = 0, a.e. in [T,∞)× Ω±,

lim
nk→∞

ωnk,±L(t, 0)− ωnk,±(t, 0) = 0, a.e. in [T,∞),

lim
nk→∞

ωnk,±L(t,±π)− ωnk,±(t,±π) = 0, a.e. in [T,∞).

(3.5a)

(3.5b)

(3.5c)

(3.5d)

(3.5e)
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Second step: the limits ω∞,± are independent of time. Since q± are independent of time, (2.9) indicates that, for all
k ∈ N, ωnk and ωnk,+ satisfy

q+
∂ωnk,+
∂t

= Dθ

(
(ωnk,+ − ωnk,+L)

∂2q+

∂θ2
+ 2

∂q+

∂θ

∂ωnk,+
∂θ

+ q+
∂2ωnk,+
∂θ2

)
, θ ∈ (0, π). (3.6)

We choose compactly supported test function φ+(t, θ) ∈ L1([T,∞)× Ω+)
⋂
C∞([T,∞)× Ω+), multiply both sides

of (3.6) by the test function φ+, integrate on [T,∞)× (0, π), and find∫ ∞
T

∫ π

0

q+ωnk,+
∂φ+

∂t
dθ dt = Dθ

∫ ∞
T

∫ π

0

∂ωnk,+
∂θ

∂(q+φ+)

∂θ
dθ dt− 2Dθ

∫ ∞
T

∫ π

0

∂q+

∂θ

∂ωnk,+
∂θ

φ+ dθ dt

+Dθ

∫ ∞
T

∫ π

0

(ωnk,+L − ωnk,+)
∂2q+

∂θ2
φ+ dθ dt.

(3.7)

Let nk →∞ and pass to limit, from (3.5), the right hand side of (3.7) vanishes and hence, for any compactly supported
φ+(t, θ) ∈ L1([T,∞)× Ω+)

⋂
C∞([T,∞)× Ω+),∫ ∞
T

∫ π

0

q+
∂ω∞,+
∂t

φ+ dθ dt = −
∫ ∞
T

∫ π

0

q+ω∞,+
∂φ+

∂t
dθ dt = 0. (3.8)

Therefore, ω∞,+ is independent of t. Similarly, ω∞,− is independent of t as well.

Third step: ω∞ is independent of t and y. Since q is independent of time, from (2.13), for all k ∈ N, we have

q
∂ωnk
∂t

= 2Dθ
∂q

∂θ

∂ωnk
∂θ

+Dθ
∂2ωnk
∂θ2

q − V sin θq
∂ωnk
∂y

. (3.9)

Letting nk →∞ in (3.9) and using (3.5a), gives

q
∂ω∞
∂t

= −V sin θq
∂ω∞
∂y

.

Thanks to the strictly positivity of q inside Ω, we divide both sides of the above equation by q, multiply it by a test
function φ(t, y) ∈ C2([0,∞)× (−L,L)) and find∫ ∞

0

∫ L

−L
φ
∂ω∞
∂t

dy dt = −V sin θ

∫ ∞
0

∫ L

−L
φ
∂ω∞
∂y

dy dt. (3.10)

The right hand side of (3.10) depends on θ while the left hand side does not, which indicates that both sides are zero.
Therefore, ω∞ is independent of t and y. So far we proved ω∞ and ω∞,± are both constant almost everywhere in their
domain of definition respectively.

Forth step: show that ω∞ = ω∞,±. Multiplying (3.9) by a test function φ ∈ C2([0,+∞)×Ω) that is compact supported
in t and θ but not in y and integrating on [T,∞)× Ω yields∫ ∞

T

∫ L

−L

∫ π

−π
qωnk

∂φ

∂t
dθ dy dt =

∫ ∞
T

∫ π

−π
V sin θ

∫ L

−L
qφ
∂ωnk
∂y

dy dθ dt

+Dθ

∫ ∞
T

∫ L

−L

∫ π

−π

∂ωnk
∂θ

∂(qφ)

∂θ
dθ dy dt− 2Dθ

∫ ∞
T

∫ L

−L

∫ π

−π

∂q

∂θ

∂ωnk
∂θ

φdθ dy dt

+Dθ

∫ ∞
T

[
(ωnk,+ − ωnk,L)

∂q+

∂θ

]
φ(t, L, θ)

∣∣∣π
0

dt+Dθ

∫ ∞
T

[
(ωnk,− − ωnk,−L)

∂q−
∂θ

]
φ(t,−L, θ)

∣∣∣0
−π

dt.

(3.11)
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Here the last term on the right hand side comes from the boundary conditions for p and q in (1.5), (1.6) and (2.2).
Besides, using integration by part, we find∫ ∞

T

∫ π

−π
V sin θ

∫ L

−L
qφ
∂ωnk
∂y

dy dθ dt

=−
∫ ∞
T

∫ π

−π
V sin θ

∫ L

−L
ωnk

∂(qφ)

∂y
dy dθ dt+

∫ ∞
T

∫ π

−π
V sin θ(φqωnk)

∣∣∣L
−L

dθ dt

=−
∫ ∞
T

∫ π

−π
V sin θ

∫ L

−L
ωnk

∂(qφ)

∂y
dy dθ dt+

∫ ∞
T

∫ π

0

V sin θφLωnk,+q+L dθ dt−
∫ ∞
T

∫ 0

−π
V sin θφ−Lωnk,−q−L dθ dt

−
∫ ∞
T

∫ π

0

V sin θφL(ωnk,+ − ωnk,L)q+L dθ dt+

∫ ∞
T

∫ 0

−π
V sin θφ−L(ωnk,− − ωnk,−L)q−L dθ dt.

Therefore using (3.5), when nk →∞,∫ ∞
T

∫ L

−L

∫ π

−π
ω∞

∂(qφ)

∂t
dθ dy dt

=−
∫ ∞
T

∫ L

−L

∫ π

−π
ω∞V sin θ

∂(qφ)

∂y
dθ dy dt+

∫ ∞
T

∫ π

0

V sin θφLω∞,+q+L dθ dt

−
∫ ∞
T

∫ 0

−π
V sin θφ−Lω∞,−q−L dθ dt

=− (ω∞ − ω∞,+)

∫ ∞
T

∫ L

−L

∫ π

0

V sin θ
∂(qφ)

∂y
dθ dy dt− (ω∞ − ω∞,−)

∫ ∞
T

∫ L

−L

∫ 0

−π
V sin θ

∂(qφ)

∂y
dθ dy dt.

(3.12)

Here the last equation has used the second boundary condition in (2.2).
We can choose φ(t, y, θ) that is compactly supported in (0,+∞) for t and (0, π) for θ and satisfies∫ ∞

T

∫ L

−L

∫ π

0

V sin θ
∂(qφ)

∂y
dθ dy dt =

∫ ∞
T

∫ π

0

V sin θ(qφ)
∣∣L
−L dθ dy dt 6= 0.

Then (3.12) indicates that ω∞ = ω∞,+ = C. Similarly, we have ω∞ = ω∞,−. Thus there exist a constant C such that

ω∞|Ω = ω∞,±|Ω± = C, a.e.

By the conservation of mass, ∀nk ∈ N, ωnk satisfies∫ L

−L

∫ π

−π
qωnk dθ dy +

∫ π

0

q+ωnk,+ dθ +

∫ 0

−π
q−ωnk,− dθ = 0, (3.13)

which indicates that ∫ L

−L

∫ π

−π
qω∞ dθ dy +

∫ π

0

q+ω∞,+ dθ +

∫ 0

−π
q−ω∞,− dθ = 0. (3.14)

Therefore, the constant C has to be zero.

Fifth step: strong convergence in time. For a smooth test function φ(y, θ) ∈ C2
0 (Ω), we define

u(t) =

∫
Ω

qφω dy dθ.
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Multiplying both sides of (2.13) by φ(y, θ) and integrating over Ω gives∫
Ω

∂(qφω)

∂t
dy dθ =

∫
Ω

φ
∂p

∂t
dy dθ =

∫
Ω

φ
(
Dθ

∂2p

∂θ2
− V sin θ

∂p

∂y

)
dy dθ < C ′ (3.15)

Here C ′ in the last inequality is some positive constant and the inequality is easy to prove by using integral by parts and
Corollary 2.2. Therefore, u(t) is a Lipschitz function in time and we have shown that it converges weakly to 0, then it
converges strongly. Strong convergence of ω± in time can be derived similarly.

4 Numerical simulations

The steady state problem (2.1) and (2.2) is a linear eigenvalue problem and only unique under the constraint (2.3).
We can simulate it by fully implicit scheme based on an entropy decreasing semi-discrete scheme for the time evolution
problem (1.1). The discrete entropy estimate of the semi-discrete scheme is established in the Appendix and we observe
the convergence to steady state numerically. More sophisticated methods, with exponential decay, have been proposed,
not including the difficulty related to the boundary, see [10] and the references therein.

Dimensionless parameters are used in our numerical solver and simulations. Rotational diffusion coefficient is Dθ = 1,
moving speed is V = 20, and distance between the two horizontal plates are 2L = 20.

4.1 Description of the finite difference scheme

We consider a uniform mesh for y and θ in the rectangular domain Ω = [−L,L] × [−π, π]. Let the mesh sizes of y
and θ be respectively ∆y = L/I and ∆θ = π/J where I, J are two integers. The index sets are

Vy = {1, 2, · · · , 2I}, Vθ = {1, 2, · · · , 2J}, Ṽθ = {0, 1, · · · , 2J},

and
Vθ+ = {J + 1, J + 2, · · · , 2J − 1}, Vθ− = {1, 2, · · · , J − 1}, Vθ0 = {0, J, 2J}.

As in Figure 1, the grids inside the computational domain are:

(yi, θj) =
(
(i− I − 1/2)∆y, (j − J)∆θ

)
, i ∈ Vy, j ∈ Ṽθ, (4.1)

and the nodes at the boundaries are:
(±L, θj), j ∈ Vθ±

⋃
Vθ0± .

The unknowns are p±,j ≈ p±(t, θj) and

pi,j ≈
1

∆y

∫ yi+∆y/2

yi−∆y/2

p(t, yi, θj) dy.

We use upwind discretization for ∂yp, central finite difference discretization for ∂2p
∂θ2 , and the discretizations of
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y

θ

−L L

π

−π

1 2I

0

2J

Figure 1: Stencil of semi-discretized scheme. Here nodes for p(t, yi, θj) inside Ω are black, while nodes for p± are blue
and red respectively.

boundary conditions are chosen to preserve the total mass. The semi-discretized scheme writes

dpi,j
dt

+ V sin θj
pi,j − pi−1,j

∆y
−Dθ

pi,j−1 + pi,j+1 − 2pi,j
∆θ2

= 0, i ∈ Vy, j ∈ Vθ+ ,

dpi,j
dt

+ V sin θj
pi+1,j − pi,j

∆y
−Dθ

pi,j−1 + pi,j+1 − 2pi,j
∆θ2

= 0, i ∈ Vy, j ∈ Vθ− ,

dpi,j
dt
−Dθ

pi,j−1 + pi,j+1 − 2pi,j
∆θ2

= 0, i ∈ Vy \ {1, 2I}, j ∈ Vθ0 ,

dp+,j

dt
−Dθ

p+,j−1 + p+,j+1 − 2p+,j

∆θ2
= V sin θjp2I,j , j ∈ Vθ+

dp−,j
dt
−Dθ

p−,j−1 + p−,j+1 − 2p−,j
∆θ2

= −V sin θjp1,j , j ∈ Vθ− .

(4.2a)

(4.2b)

(4.2c)

(4.2d)

(4.2e)

From the periodic boundary conditions in (1.2) for p(t, y, θ) in θ, we use

pi,−1 = pi,2J−1, pi,0 = pi,2J , pi,2J+1 = pi,1, ∀i ∈ Vy;

and due to the zero boundary conditions in (1.3) and (1.4), we use

p0,j = 0, j ∈ Vθ+ , p2I+1,j = 0, j ∈ Vθ− , p+,J = p+,2J = 0, p−,0 = p−,J = 0. (4.3)
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At the continuous level, p is integrated over the whole space, the conservation of mass can be obtained because the
boundary conditions of p and p± cancel each other. On the other hand, at the discrete level, if we replace evolution
equations by boundary conditions at the four points (1, J), (1, 0), (2I, J), (2I, 2J), then the information about how
density function evolves at these point are lost. Hence we prefer to discretize the equation (1.7)-(1.8) mentioned in
Remark 1.1, which is equivalent to our model.

Approximate equation at the point (−L, 0) reads

dp1,J

dt
−Dθ

p1,J−1 + p1,J+1 − 2p1,J

∆θ2
= Dθ

p−,J − p−,J−1

∆θ2∆y
. (4.4a)

Similarly, at (−L,−π), (L, 0), (−L, π), we have

dp1,1

dt
−Dθ

p1,−1 + p1,1 − 2p1,0

∆θ2
= −Dθ

p−,1 − p−,0
∆θ2∆y

, (4.4b)

dp2I,J

dt
−Dθ

p2I,J−1 + p2I,J+1 − 2p2I,J

∆θ2
= −Dθ

p+,J+1 − p+,J

∆θ2∆y
, (4.4c)

dp2I,2J

dt
−Dθ

p2I,2J+1 + p2I,2J−1 − 2p2I,2J

∆θ2
= Dθ

p+,2J − p+,2J−1

∆θ2∆y
. (4.4d)

Non-negative initial data pi,j(0) and p±,j(0) that satisfy

∆θ∆y
∑

(i,j)∈Vy×Vθ

pi,j(0) + ∆θ
∑
j∈Vθ+

p+,j(0) + ∆θ
∑
j∈Vθ−

p−,j(0) = 1. (4.5)

is used and it is easy to verify that the scheme (4.2)-(4.4) conserves the discretized total mass defined by

∆θ∆y
∑

(i,j)∈Vy×Vθ

pi,j(t) + ∆θ
∑
j∈Vθ+

p+,j(t) + ∆θ
∑
j∈Vθ−

p−,j(t)

In Appendix, we proved the discrete relative entropy estimate for (4.2)-(4.5). In the subsequent part, we can see
numerically that when t→∞, the solution converges to the solution of the following discretized steady state equation:

V sin θj
qi,j − qi−1,j

∆y
−Dθ

qi,j−1 + qi,j+1 − 2qi,j
∆θ2

= 0, i ∈ Vy, j ∈ Vθ+ ,

V sin θj
qi+1,j − qi,j

∆y
−Dθ

qi,j−1 + qi,j+1 − 2qi,j
∆θ2

= 0, i ∈ Vy, j ∈ Vθ− ,

−Dθ
qi,j−1 + qi,j+1 − 2qi,j

∆θ2
= 0, i ∈ Vy \ {1, 2I}, j ∈ Vθ0+ ∪ Vθ0− ,

−Dθ
q+,j−1 + q+,j+1 − 2q+,j

∆θ2
= V sin θjq2I,j , j ∈ Vθ+

−Dθ
q−,j−1 + q−,j+1 − 2q−,j

∆θ2
= −V sin θjq1,j , j ∈ Vθ− .

(4.6a)

(4.6b)

(4.6c)

(4.6d)

(4.6e)
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with boundary conditions

qi,−1 = qi,2J−1, qi,0 = qi,2J , qi,1 = qi,2J+1, i ∈ Vy;

q0,j = 0, j ∈ Vθ+ , q2I+1,j = 0; j ∈ Vθ− ;

q+,J = q+,2J = 0; q−,0 = q−,J = 0;

q1,−1 + q1,1 − 2q1,0 +
q−,1
∆y

= 0, q1,J−1 + q1,J+1 − 2q1,J +
q−,J−1

∆y
= 0,

q2I,J−1 + q2I,J+1 − 2q2I,J +
q+,J+1

∆y
= 0, q2I,2J−1 + q2I,2J+1 − 2q2I,2J +

q+,2J−1

∆y
= 0,

(4.7)

and total mass normalization

∆θ∆y
∑

(i,j)∈Vy×Vθ

qi,j + ∆θ
∑
j∈Vθ+

q+,j + ∆θ
∑
j∈Vθ−

q−,j = 1. (4.8)

We have used upwind discretization for ∂yp, which has first order convergence w.r.t y; second order centered finite

difference discretization is employed for ∂2p
∂θ2 , but due to first order discretization for derivatives in the source term (1.8)

as in (4.4), the scheme has first order convergence w.r.t θ. We define the following weighted L2 norm to measure the
numerical errors:

‖(e, e+, e−)‖2L2
w

=
∑
i∈Vy

∑
j∈Vθ

∆θ2∆y2e2
i,j +

∑
j∈Vθ+

∆θ2e2
+,j +

∑
j∈Vθ−

∆θ2e2
−,j . (4.9)

In Table 1, numerical errors of qi,j calculated with different mesh sizes are given, where the reference solution is computed
with a fine mesh 256× 256. From Figure 2, first order convergence can be observed when I = J .

∆y
∆θ

π/128 π/64 π/32 π/16

L/128 5.2E-4 7.3E-4 9.4E-4 1.5E-3
L/64 1.1E-3 1.6E-3 2.2E-3 2.5E-3
L/32 1.9E-3 2.7E-3 3.8E-3 4.9E-3
L/16 2.9E-3 4.1E-3 5.7E-3 7.7E-3

Table 1: ‖(q, q+, q−) − (qref , qref+ , qref− )‖L2
w

. The weighted
L2 norm of the numerical errors as in (4.9)

Figure 2: The convergence order of the numerical errors
displayed in Table 1 when I = J .
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4.2 Numerical comparisons between the SDE and Fokker-Planck models

We perform Monte-Carlo simulations for the SDE model in (0.1) with Euler-Maruyama-like scheme [17]. The
computational domain is Ω = {(y, θ)| − L ≤ y ≤ L,−π ≤ θ ≤ π} and we track the trajectories of K = 5000000 cells.
Each cell is represented by its position yi, orientation θi. The initial yi for all cells are uniformly distributed on (−L,L),
their initial orientation θi are uniformly distributed on [−π, π]. Let ∆t be the time step. At each step we evolve (yi, θi)
(i = 1, · · · ,K) by the following calculations:

1) Update θi by dΘt =
√

2DθdWt. For each i, generate a random increment Ii with normal distribution independent
of previous ones. Suppose that θi+

√
2Dθ∆tI

i ∈ [2kπ−π, 2kπ+π) for some integer k, then set the new orientation
θi to be θi +

√
2Dθ∆tI

i − 2kπ.

2) Update the position yi. If yi = ±L, and ± sin(θi+1) ≥ 0, then yi does not change. If |yi| < L, |yi+V sin(θi+1)| > L,
then the new yi is set to be sign(yi + V sin(θi))L. Otherwise, evolve yi by yi + V sin(θi+1).

We take ∆t = 0.01 and count the number of particles inside each cell of a 200× 200 uniform mesh and normalize them
by the total number of particles. It has been found in simulations that, the probability distribution is close to steady
state when T = 4.

Finite difference scheme described in section 4.1 is used to compute the numerical solution of Fokker-Planck model.
In practice, we take I = J = 100 such that the numerical results of two model have same resolution. Fully implicit
scheme is performed on the semi-discretized equation (4.2), and we employed GMRES to solve the resulting algebraic
system. The initial condition is consistent with SDE model, i.e. p0

i,j = 1
4πL for all i ∈ Vy, j ∈ Vθ. The same as the SDE

model, solution of the Fokker-Planck equation is close to steady state when T = 4.
The time evolutions of bulk density p(t, y, θ) by numerical simulations based on both SDE and Fokker-Planck models

are shown in Figure 3. The results of the two models are close to each other qualitatively. There exist two wells when
y = −L, θ ∈ (0, π) (y = L, θ ∈ (−π, 0)), since cells with positive (negative) θ tend to leave the boundary. When t is
larger, the density peaks at (±L, 0), (±L,±π), since cells switch from BCP to FSP only at these points. We can see
density in most of bulk area is uniform, and decreases as t increases.

To verify the behavior of p(t, y, θ) near the boundaries, p1,j and p2I,j are plotted in Figure 4. As t becomes larger,
the peaks at (±L, 0), (±L,±π) become sharper. Due to the limitation of numerical resolutions, the height of peaks stop
increasing when t reaches 4. It is not clear from the numerics if there exist singularities in these points. The probability
density distributions of cells at BCP on both left and right boundaries are plotted in Figure 4 as well, we can see that
their maximum increase with time until they reach a constant.

5 Conclusion

Motivated by present biophysics experiments, we have considered the stochastic process which describes self-propelled
confined micro-organisms moving with constant speed, turning with rotational Brownian motion and attaching to the
boundaries. Its probability distribution is singular and composed of the bulk density p(t, y, θ) and boundary densities
p±(t, θ). These functions satisfy a degenerate Fokker-Planck system for which we have established relative entropy prop-
erties, a priori estimates and long term convergence to a steady-state. We have finally compared Monte-Carlo simulations
for the stochastic process with the solution of the Fokker-Planck system using a finite difference scheme. Despite the
complexity and singularities of the solution, a good fit is observed.

Several questions are left opened as the regularity properties of the time dependent solution and of the steady
state solution. In particular, the type of singularity at the exit points of the boundary is challenging, It would be also
interesting to prove a rate of convergence to steady state and decide it is exponential or not. There are also several
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Figure 3: Density in the bulk pi,j at different time calculated by Fokker Plank model and SDE model.

open questions on the numerical side, for instance the proof for convergence of the scheme and the design of numerical
schemes with good decay properties.

A Discrete relative entropy inequality and a priori estimate

The semi-discrete relative gap ωi,j(t) and ω±,j(t) are defined by

ωi,j(t) =
pi,j(t)

qi,j
− 1,

i ∈ Vy \ {1}, j ∈ Vθ+ ,
or i ∈ Vy \ {2I}, j ∈ Vθ− ,

ω1,j(t) =0, ω+,j(t) =
p+,j(t)

q+,j
− 1, j ∈ Vθ+ ,

ω2I,j(t) =0, ω−,j(t) =
p−,j(t)

q−,j
− 1, j ∈ Vθ− ,

(A.1)

Here we state the discrete relative entropy inequality which is satisfied by discrete density pi,j(t) and p±,j(t).

Theorem A.1. For any convex function H ∈ C2(R), semi-discrete relative gap ωi,j(t) and ω±,j(t) satisfy the relative
entropy inequality:

d

dt

∑
i∈Vy

∑
j∈Vθ

qi,jH(ωi,j) +
∑
j∈Vθ+

q+,jH(ω+,j) +
∑
j∈Vθ−

q−,jH(ω−,j)

 ≤ 0, (A.2)
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Figure 4: Density in the bulk near boundary p1,j , p2I,j and boundary density p−,j and p+,j (from top to bottom) at
different times calculated by the Fokker Plank model (line) and SDE model (histogram). Notice that p1,j is close to
{y = −L} but not at the boundary, so the boundary condition (1.3) is not satisfied for p1,j .

where equality holds if and only if ωi,j = 0 for any i ∈ Vy, j ∈ Vθ and ω±,j = 0 for any j ∈ Vθ,±.

Proof. As in section 2, we divide the proof in several steps.
First step: estimate of relative entropy at BCP. Substitute p+,j by q+,jω+,j+q+,j in (4.2d) and employ (4.6d), we deduce
that

q+,j
dω+,j

dt
=
Dθ

∆θ2
[(q+,j−1ω+,j−1 + q+,j+1ω+,j+1 − 2q+,jω+,j) + (q+,j−1 + q+,j+1 − 2q+,j)]

+ V sin θjq2I,j(ω2I,j + 1)

=
Dθ

∆θ2
[(q+,j−1ω+,j−1 + q+,j+1ω+,j+1 − 2q+,jω+,j)− ω2I,j(q+,j−1 + q+,j+1 − 2q+,j)]

=
Dθ

∆θ2
[q+,j+1(ω+,j+1 − ω+,j)− q+,j−1(ω+,j − ω+,j−1) + (ω+,j − ω2I,j)(q+,j−1 + q+,j+1 − 2q+,j)].

(A.3)

Notice that

q+,j−1H(ω+,j−1) + q+,j+1H(ω+,j+1)− 2q+,jH(ω+,j)

=q+,j+1[H(ω+,j+1)−H(ω+,j)]− q+,j−1[H(ω+,j)−H(ω+,j−1)] +H(ω+,j)(q+,j−1 + q+,j+1 − 2q+,j),
(A.4)
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by rearranging H ′(ω+,j)(A.3)− Dθ
∆θ2 (A.4), it follows that

q+,j
dH(ω+,j)

dt
− Dθ

∆θ2
[q+,j−1H(ω+,j−1) + q+,j+1H(ω+,j+1)− 2q+,jH(ω+,j)]

=− Dθ

∆θ2
q+,j+1[H(ω+,j+1)−H(ω+,j)−H ′(ω+,j)(ω+,j+1 − ω+,j)]

− Dθ

∆θ2
q+,j−1[H ′(ω+,j)(ω+,j − ω+,j−1)−H(ω+,j) +H(ω+,j−1)]

− [H ′(ω+,j)(ω+,j − ω2I,j)−H(ω+,j) +H(ω2I,j)]V sin θjq2I,j +H(ω2I,j)V sin θjq2I,j ,

≤H(ω2I,j)V sin θjq2I,j

(A.5)

where equality holds if and only if ω+,j−1 = ω+,j = ω+,j+1 = ω2I,j .
Sum up (A.5) for j ∈ Vθ+ , we have

d

dt

∑
j∈Vθ+

q+,jH(ω+,j) +
Dθ

∆θ2
q+,J+1H(ω+,J+1) +

Dθ

∆θ2
q+,2J−1H(ω+,2J) ≤

∑
j∈Vθ+

H(ω2I,j)V sin θjq2I,j , (A.6)

where equality holds if and only if ω+,j = ω2I,j = 0 for any j ∈ Vθ+ .
Similarly, we obtain an inequality for q−,jH(ω−,j)

d

dt

∑
j∈Vθ−

q−,jH(ω−,j) +
Dθ

∆θ2
q−,1H(ω−,1) +

Dθ

∆θ2
q−,JH(ω−,J−1) ≤ −

∑
j∈Vθ−

H(ω1,j)V sin θjq1,j , (A.7)

where equality holds if and only if ω−,j = ω1,j = 0 for any j ∈ Vθ− .
Second step: estimate of relative entropy at FSP. Substituting pi,j by qi,jωi,j + qi,j in (4.2a) we obtain that for any
i ∈ Vy, j ∈ Vθ+ ,

qi,j
dωi,j

dt
=− V sin θj

∆y
(qi,jωi,j − qi−1,jωi−1,j) +

Dθ

∆θ2
(qi,j−1ωi,j−1 + qi,j+1ωi,j+1 − 2qi,jωi,j)

=− V sin θj
∆y

qi−1,j(ωi,j − ωi−1,j) +
Dθ

∆θ2
qi,j+1(ωi,j+1 − ωi,j)−

Dθ

∆θ2
qi,j−1(ωi,j − ωi,j−1)

+ ωi,j

[
−V sin θj

∆y
(qi,j − qi−1,j) +

Dθ

∆θ2
(qi,j−1 + qi,j+1 − 2qi,j)

] (A.8)

By (4.6a), the last term is zero. Rearranging H ′(ωi,j)(A.8), we deduce
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qi,j
dH(ωi,j)

dt
− Dθ

∆θ2
[qi,j−1H(ωi,j−1) + qi,j+1H(ωi,j+1)− 2qi,jH(ωi,j)]

=− V sin θj
∆y

qi−1,jH
′(ωi,j)(ωi,j − ωi−1,j) +

2Dθ

∆θ2
qi,jH(ωi,j)

+
Dθ

∆θ2
qi,j+1[H ′(ωi,j)(ωi,j+1 − ωi,j)−H(ωi,j+1)]− Dθ

∆θ2
qi,j−1[H ′(ωi,j)(ωi,j − ωi,j−1) +H(ωi,j−1)]

=− V sin θj
∆y

[qi,jH(ωi,j)− qi−1,jH(ωi−1,j)]−
V sin θj

∆y
qi−1,j [H

′(ωi,j)(ωi,j − ωi−1,j)−H(ωi,j) +H(ωi−1,j)]

− Dθ

∆θ2
qi,j+1[H(ωi,j+1)−H(ωi,j)−H ′(ωi,j)(ωi,j+1 − ωi,j)]

− Dθ

∆θ2
qi,j−1[H ′(ωi,j)(ωi,j − ωi,j−1)−H(ωi,j) +H(ωi,j−1)]

− V sin θj
∆y

(qi−1,j − qi,j)H(ωi,j)−
Dθ

∆θ2
(qi,j−1 + qi,j+1 − 2qi,j)H(ωi,j).

The last two terms offset according to (4.6a), so we deduce that

qi,j
dH(ωi,j)

dt
+
V sin θj

∆y
[qi,jH(ωi,j)− qi−1,jH(ωi−1,j)]

≤ Dθ

∆θ2
[qi,j−1H(ωi,j−1) + qi,j+1H(ωi,j+1)− 2qi,jH(ωi,j)],

(A.9)

holds for i ∈ Vy, j ∈ Vθ+ , where equality holds if and only if ωi,j = ωi,j−1 = ωi,j+1 = ωi−1,j .
Similarly, by rearranging (4.2a) and employ (4.6b), we have

qi,j
dH(ωi,j)

dt
+
V sin θj

∆y
[qi+1,jH(ωi+1,j)− qi,jH(ωi,j)]

≤ Dθ

∆θ2
[qi,j−1H(ωi,j−1) + qi,j+1H(ωi,j+1)− 2qi,jH(ωi,j)],

(A.10)

holds for i ∈ Vy, j ∈ Vθ− , where equality holds if and only if ωi,j = ωi,j−1 = ωi,j+1 = ωi+1,j .
For i ∈ Vy \ {1, 2I}, j ∈ Vθ0 , (4.2c) and (4.6c) gives

qi,j
dH(ωi,j)

dt
≤ Dθ

∆θ2
[qi,j−1H(ωi,j−1) + qi,j+1H(ωi,j+1)− 2qi,jH(ωi,j)], (A.11)

where equality holds if and only if ωi,j = ωi,j−1 = ωi,j+1.

Third step: special case where ∂p
∂θ jumps. On node (i, j) = (2I, J), substitute pi,j by qi,jωi,j + qi,j in (4.4c) we obtain

q2I,J
dω2I,J

dt
=
Dθ

∆θ2

(
q2I,J−1ω2I,J−1 + q2I,J+1ω2I,J+1 − 2q2I,Jω2I,J +

1

∆y
q+,J+1ω+,J+1

)
=
Dθ

∆θ2

[
q2I,J−1(ω2I,J−1 − ω2I,J) + q2I,J+1(ω2I,J+1 − ω2I,J) +

1

∆y
q+,J+1(ω+,J+1 − ω2I,J)

]
+

Dθ

∆θ2
ω2I,J

(
q2I,J−1 + q2I,J+1 − 2q2I,J +

1

∆y
q+,J+1

)
,

(A.12)
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in which the last term is zero by (4.7). Multiply both sides with H ′(ω2I,J), it follows that

q2I,J
dH(ω2I,J)

dt
− Dθ

∆θ2
[q2I,J+1H(ω2I,J+1) + q2I,J−1H(ω2I,J−1)− 2q2I,JH(ω2I,J)]

=
Dθ

∆θ2
q2I,J−1[H ′(ω2I,J)(ω2I,J−1 − ω2I,J)−H(ω2I,J−1)] +

Dθ

∆θ2
q2I,J+1[H ′(ω2I,J)(ω2I,J+1 − ω2I,J)−H(ω2I,J+1)]

+
Dθ

∆θ2∆y
q+,J+1H

′(ω2I,J)(ω+,J+1 − ω2I,J+1) +
2Dθ

∆θ2
q2I,JH(ω2I,J)

=
Dθ

∆θ2
q2I,J−1[H ′(ω2I,J)(ω2I,J−1 − ω2I,J)−H(ω2I,J−1) +H(ω2I,J)]

+
Dθ

∆θ2
q2I,J+1[H ′(ω2I,J)(ω2I,J+1 − ω2I,J)−H(ω2I,J+1) +H(ω2I,J)]

+
Dθ

∆θ2∆y
q+,J+1[H ′(ω2I,J)(ω+,J+1 − ω2I,J)−H(ω+,J+1) +H(ω2I,J)]

+
Dθ

∆θ2∆y
q+,J+1H(ω+,J+1)− Dθ

∆θ2

(
q2I,J−1 + q2I,J+1 − 2q2I,J +

1

∆y
q+,J+1

)
H(ω2I,J).

The last term is zero according to (4.7), so we deduce that

q2I,J
dH(ω2I,J)

dt
≤ Dθ

∆θ2
[q2I,J+1H(ω2I,J+1) + q2I,J−1H(ω2I,J−1)− 2q2I,JH(ω2I,J)] +

Dθ

∆θ2∆y
q+,J+1H(ω+,J+1) (A.13)

where equality holds if and only if ω2I,J−1 = ω2I,J = ω2I,J+1 = ω+,J+1.
Similarly, on node (i, j) = (2I, 2J), (1, 0), (1, J), we have

q2I,2J
dH(ω2I,2J)

dt
≤ Dθ

∆θ2
[q2I,2J+1H(ω2I,2J+1) + q2I,2J−1H(ω2I,2J−1)− 2q2I,2JH(ω2I,2J)]

+
Dθ

∆θ2∆y
q+,2J−1H(ω+,2J−1)

(A.14)

q1,0
dH(ω1,0)

dt
≤ Dθ

∆θ2
[q1,1H(ω1,1) + q1,−1H(ω1,−1)− 2q1,0H(ω1,0)] +

Dθ

∆θ2∆y
q−,1H(ω−,1) (A.15)

q1,J
dH(ω1,J)

dt
≤ Dθ

∆θ2
[q1,J+1H(ω1,J+1) + q1,J−1H(ω1,J−1)− 2q1,JH(ω1,J)] +

Dθ

∆θ2∆y
q−,J−1H(ω−,J−1) (A.16)

Fourth step: collection and offsets To summarize, sum up (A.9) for i ∈ Vy, j ∈ Vθ+ , (A.10) for i ∈ Vy, j ∈ Vθ− , (A.11)
for i ∈ Vy \ {1, 2I}, j ∈ Vθ0 , together with (A.13)–(A.16), the diffusion term offsets and it follows that

d

dt

∑
i∈Vy

∑
j∈Vθ

qi,jH(ωi,j) +
∑
j∈Vθ−

V sin θj
∆y

q2I,jH(ω2I,j)−
∑
j∈Vθ−

V sin θj
∆y

q2I,jH(ω2I,j)

≤ Dθ

∆θ2∆y
[q+,J+1H(ω+,J+1) + q+,2J−1H(ω+,2J−1) + q−,1H(ω−,1) + q−,J−1H(ω+,J−1)].

(A.17)

Hence (A.5), (A.7) and (A.17) imply inequality (A.2) in the theorem.

Define

M(t) = ∆θ∆y
∑
i∈Vy

∑
j∈Vθ

qi,jω
2
i,j(t) + ∆θ

∑
j∈Vθ+

q+,jω
2
+,j(t) + ∆θ

∑
j∈Vθ−

q−,jω
2
−,j(t). (A.18)
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ChooseH(x) = x2 in (A.2) then we have dM(t)/dt ≤ 0. Suppose the initial data of ωi,j and ω±,j satisfiesM(0) <∞, then
since M(t) decreases monotonically, and it has a lower bound 0, so M(t) converges as t goes to infinity. While the equality
of (A.2) holds if and only if M(t) = 0, so we have limt→∞M(t) = 0, which implies limt→∞ ωi,j(t) = limt→∞ ω±,j(t) = 0.
We conclude that pi,j(t) converges to qi,j for any i ∈ Vθ, j ∈ Vy as t goes to infinity, and p±,j(t) converges to q±,j for
any j ∈ Vj,± as t goes to infinity.
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