N
N

N

HAL

open science

INVARIANCE OF THE GERSTENHABER
ALGEBRA STRUCTURE ON TATE-HOCHSCHILD
COHOMOLOGY

Zhengfang Wang

» To cite this version:

Zhengfang Wang. INVARIANCE OF THE GERSTENHABER ALGEBRA STRUCTURE ON TATE-
HOCHSCHILD COHOMOLOGY. Journal of the Institute of Mathematics of Jussieu, 2019, 20 (3),

pp-893-928. 10.1017/S1474748019000367 . hal-03374715

HAL Id: hal-03374715
https://hal.sorbonne-universite.fr /hal-03374715

Submitted on 12 Oct 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.sorbonne-universite.fr/hal-03374715
https://hal.archives-ouvertes.fr

arXiv:1601.01641v2 [math.RT] 30 May 2019

INVARIANCE OF THE GERSTENHABER ALGEBRA STRUCTURE
ON TATE-HOCHSCHILD COHOMOLOGY

ZHENGFANG WANG

ABSTRACT. Keller proved in 1999 that the Gerstenhaber algebra structure on the
Hochschild cohomology of an algebra is an invariant of the derived category. In this
paper, we adapt his approach to show that the Gerstenhaber algebra structure on the
Tate-Hochschild cohomology of an algebra is preserved under singular equivalences of
Morita type with level, a notion introduced by the author in previous work.

Keywords. Gerstenhaber algebra, Singularity category, Tate-Hochschild cohomology.

1. INTRODUCTION

In [WanIbal Wanl8], we constructed a Gerstenhaber algebra structure on the Tate-
Hochschild cohomology ring HHZ, (A, A) implicit in Buchweitz’ work [Buc] for an algebra
A projective over a commutative ring k£ and such that A and the enveloping algebra
A ®p AP are Noetherian. The cup product is given by the Yoneda product in the
singularity category of the enveloping algebra A @, A°. Recall that the singularity
category Deg(A) (cf. [Bud, [Orl]) of a Noetherian algebra A is defined as the Verdier
quotient of the bounded derived category D?(A) of finitely generated (left) A-modules
by the full subcategory Perf(A) consisting of complexes quasi-isomorphic to bounded
complexes of finitely generated projective A-modules. The Lie bracket on HHZ, (A, A)
was defined in [Wanlbal Wanl8] as the graded commutator of a certain circle product
o extending naturally the Gerstenhaber circle product on Hochschild cohomology. In
particular, for a self-injective algebra, in positive degrees, this Lie bracket coincides with
the Gerstenhaber bracket in Hochschild cohomology. In [Wan15al Wan18], we also proved
that the natural morphism, induced by the quotient functor from the bounded derived
category to the singularity category of A ®; A°P, from the Hochschild cohomology ring
HH"(A, A) to HH, (A, A) is a morphism of Gerstenhaber algebras. By the very recent
work of Keller [KellS], the Tate-Hochschild cohomology of an algebra A is isomorphic,
as graded algebras, to the Hochschild cohomology of the dg singularity category (i.e.
the canonical dg enhancement of the singularity category) of A. This yields a second
Gerstenhaber algebra structure on Tate-Hochschild cohomology, which is conjectured to
coincide with the one introduced in [Wanlba, Wanl8]. For more details, we refer to
Keller’s conjecture [Kell8, Conjecture 1.2].

Keller proved in [Kel99 that the Gerstenhaber algebra structures on Hochschild coho-
mology rings are preserved under derived equivalences of standard type. That is, let X
be a complex of A-B-bimodules such that the total derived tensor product by X is an
equivalence between the derived categories of two k-algebras A and B. Then X yields
a natural isomorphism of Gerstenhaber algebras from HH*(A, A) to HH*(B, B). In this
paper, we will show that the Gerstenhaber algebra structure on the Tate-Hochschild co-
homology ring is also preserved under derived equivalences of standard type. In fact, we
will prove a stronger result. Namely, the Gerstenhaber algebra structure on the Tate-
Hochschild cohomology ring is preserved under singular equivalences of Morita type with
level (cf. [Wanlbb] and Section [6] below). Recall that a derived equivalence of standard

type induces a singular equivalence of Morita type with level (cf. [Wanl5h).
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The paper is organized as follows. In Section 2, we recall the construction of the
normalized bar resolution of an algebra A and provide some natural liftings of ele-
ments in HHZ, (A, A) along the normalized bar resolution. In Section 3, we introduce
the bullet product e and the circle product o. Using these two products, we construct
two dg modules C*(f, g) and CE(f, g) associated to the cohomology classes f and g in
HH"(A, €, (A)). These two dg modules play a crucial role in the proof of our main result.
In Section 4, we recall the notions of R-relative derived categories and R-relative derived
tensor products. In Section 5, we develop the singular infinitesimal deformation theory of
the identity bimodule in analogy with the infinitesimal deformation theory of [Kel99]. As
a result, we give an interpretation of the Gerstenhaber bracket on the Tate-Hochschild
cohomology ring from the point of view of the singular infinitesimal deformation theory.
In Section 6, we prove our main result.

Theorem 1.1 (=Theorem [6.2] and Corollary [63]). Let k be a field. Let A and B be two
Noetherian (not necessarily commutative) k-algebras such that the enveloping algebras
A ® A® and B ® B are Noetherian. Suppose that (4Mp,p Na) defines a singular
equivalence of Morita type with level | € Z=y. Then the functor

Y M @ — ®p N) : Dgy(B @) B®) — D, (A ®), AP)

induces an isomorphism of Gerstenhaber algebras between the Tate-Hochschild cohomology
rings HHZ, (A, A) and HHZ, (B, B). In particular, the Gerstenhaber algebra structure on
the Tate-Hochschild cohomology ring is invariant under derived equivalences.

Remark 1.2. Let k be an algebraically closed field. Let A and B be two (finite dimen-
sional) symmetric k-algebras which are related by a stable equivalence of Morita type.
Then the authors in [KLZ, Theorem 10. 7] proved that there is an isomorphism of Ger-
stenhaber algebras (more generally, BV algebras) between HHSZgO(A, A) and HHSZgO(B, B).

Throughout this paper, we fix a field k. The unadorned tensor product ® and Hom
represent the tensor product ®; and Homy over the field k, respectively. We write the
composition go f of twomaps f: X — Y and g: Y — Z as gf. We write the identity
map Idy : X — X simply as Id when no confusion can arise. We will follow the Koszul
sign rule for the tensor product: (f ® g)(x ® y) = (—=1)9*lf(2) ® g(y) where |g| is the
degree of the homogeneous map ¢ and |z| is the degree of the element z € X.

The notions of differential graded (dg) algebras and relative tensor products are fre-
quently used in this paper. For more details, we refer to [Kel99, [Kel98, [BelLu], and to
[KeVal [Rid, Weil, [Zim] for the notions of triangulated categories and derived categories.
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2. NORMALIZED BAR RESOLUTION
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2.1. The definition. Let A be an associative algebra over a field k. The normalized bar
resolution (cf. e.g. [Lod]) is defined as the dg A-A-bimodule Bar.(A) := P, Bar,(4),

with Bar,(4) := A® (SA)*? @ A (p > 0) in degree p and the differential of degree —1

dp(ao ® @1 p ® apy1) =aoa1 @ Ao @ Apy1+
p—1
> (—1)iag ® o1 ® Tillirs @ Giszp @ Apir+
i=1
(=1)Pag ® @1 p-1 @ apapy1.

Let us explain the notations appeared above: We denote by YA the graded k-module
concentrated in degree 1 with (XA); = A/(k-1); Let 7 : A — (XA) be the natural
projection of degree 1. Then we denote @ = 7(a) for any a € A. The degree of @
is [a| = 1; We simply write @, ® @11 ® --- @ a; € (ZA)PU=HY as @;;. It is well-
known that Bar,.(A) is a projective bimodule resolution of A with the augmentation map
To=dyp: A® A — A ,a®br ab. For convenience, we set Bar_;(A) = A.

For any p € Z~, we denote the kernel of the differential d,_, : Bar, ;(A) — Bar, 2(A)
by Q2 (A). In particular, we set Q2 (A) = A. It is clear that QF (A) is an A-A-bimodule.
For convenience, we view (2 (A) as a dg bimodule concentrated in degree p. For p > 0,
we denote by Bars,(A) the ‘p-truncated’ dg A-A-bimodule with Bars,(A); = Bar;(A)
if ¢ > p and Bars,(A); = 0 if ¢ < p. Recall that, for a chain complex (X,d) and
p € Z, the p-shifted complex (3P X, 3Pd) is defined as (37 X),, = X,,_, with the differential
(¥*d),, = (—1)Pd,_, for any n € Z.

Remark 2.1. Note that the ‘p-truncated’” augmented normalized bar resolution

Tp=dp

Bars,(A) : -+ — Bary;1(4) % Bar,(4) Z=% £7107 (A4) - 0
is exact for any fixed p € Z>(. For this, we define a k-linear map for any r > 0,

sk Bar,(A) — Bar,;1(4), ay®a1, ®@aryg = (=1) 1 Mag @, @ 1.

dp P
Bar,1(A) — " Bar,(A) — " $-107, (A) 0
Id Id Id
sy Sﬁ—l‘zflﬂé’y(m
-+ —— Bar,1(A) e Bar,(A) - E_ngy(A) 0

It is straightforward to verify that std + ds’ = IdBf;r»( 4y - This yields the exactness of

Eg"zp(A). Note that s” is a morphism of left graded A-modules (but not a morphism of
graded A ® A°P-modules). Similarly, if we define
571? : Barr(A) — Barr+1<A)7 ao & a1,7" & Ar41 1 & a0,7’ X Qr41,

then we have that s®d+ds® = Id— (A) and s™ is a morphism of right graded A-modules.

Bars,
For any p,q € Zso, we will construct a morphism of dg A-A-bimodules between
Bars,4(A) and Bars,(A) ®4 Bars>,(A). We define
Ap g Barsyg(A) = Bars,(A) ®4 Barsy(4)

as follows. For ap ® @1 pigir ® Apigiri1 € Barpi4.(A), where r > 0,
T

Dy (a0 @ T prgsr @ Gprgrrin) = ) (a0 @ Trpi ® 1) @a (1 © Tppiviprarr © prgiri)-
i=0
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It is a routine computation to verify that A, , is a morphism of dg A-A-bimodules.

Lemma 2.2. For any p,q € Z>o, A, s an isomorphism in the homotopy category
K(A® A°°-Mod) of dg A-A-bimodules.

Proof. For p = 0 or ¢ = 0, we have a natural isomorphism f, , : QF (A) @4 Q4 (A) =

sy
QpFa(A) since Q2 (A) = A. For p,q > 0, consider the following composition of maps

Hpg - OB, (D)@, (A) > AR(EA) ™ @AR(SA) 1A LI, 4o A)eriaig,
where the first map is given by the tensor product of the natural inclusions
QL (A) = Bar, 1(A), Q& (A) — Barg1(A),
and where 7 : A — YA is the natural projection of degree 1. More concretely, let
ri=3ap®@ah, 1 ®ap, € QB (A) and y =30 by @ V141 @b € QL (A). Then
fpg(T @ay) = Z af) ® El,pﬂ ® a;,bé & E1,q71 & bé.
i,J
Notice that the image of j, 4 lies in Q2F9(A) since dpyq-141pq(2 ®4 y) = 0. This induces
an A-A-bimodule homomorphism i, , : Q2 (A) @4 QL (A) — QFI(A). We claim that

sy
Iip,q 15 a bijection and its inverse ¢ @ QEFI(A) — QF (A) @4 QF (A) sends an element

L= 30,05 ® @l g1 @ @y q € QF(A) to
M;};(x) = (=1 Z dy(ag ® El,p ®1) ®adg(1® Eerl,erq ®1).

Indeed, we have

Np,q/i;,;@) :(_1>p+q Z aéail ® E2,p+q ® 1+

pt+q—1
_1\pHati gt o i i e
E E (—1) ap @ a'1,j-1 @ a5 D A" j42p4q @ 1+
i =1

i o i
E ap @ a'1,prq—1 D Ay
i

=(Id*P""? @7)(dz) ® 1 +

:l"

where the third identity comes from the identity dz = 0 (since z € QFF(A)). Similarly,
for z:= 3. al ®a'y, 1 @ a, € W (A) and y := Y. b ® big1® bl € Qf (A), we have

Hpaltna(® @4 Y) =11 <Z 0y @ alpo1 ® b @ V11 @ bé)
0]
=(=1)P") " dy(af @ @' ® @il @ 1) @a dy(1 @1, @ 1)
0,

=T QAY
where the third identity comes from the identities dz = 0 and dy = 0. This proves the
claim. It is clear that j,, is a morphism of A-A-bimodules. Hence so is p,, é. Since
(T, ®a Tg)Apy = u;é7p+q, we get that A, , is a lifting of the isomorphism ,u;,; between

the resolutions Bars, ,(A) and Bars,(A) ®4 Bars,(A). Hence it is an isomorphism in
the homotopy category K(A @ A°*-Mod) of dg A-A-bimodules. O
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For p > 0, we define the dg A-A-bimodule of left noncommutative differential p-forms
as QLP(A) = A® (ZA)®P. Clearly, QLP(A) is concentrated in degree p. The bimodule
structure is given by

alap ®ay,) 4b=—(1d*" @m)d,(aay @ @y, ® b)

for a,b € A and ap ® @, € A ® (XA)®P. Here when (Id*” @) is applied to the element
d,(aap ® @y, ® b), additional signs will appear because of the Koszul sign rule since 7 is
a map of degree 1. More explicitly, we have

alap ®ay,) 4b=(—1)acpa; ® az, @ b+
p—1
Z(—l)pﬂaao ®a1i-1 ® Qi1 @ Ui, @b
i=1

+ aay @ El,p,l (059 apb.

Similarly, the dg A-A-bimodule of right noncommutative differential p-forms is defined
as QP(A) = (LA)®P @ A. The bimodule structure is given by

aw (a1, @ api1)b= (7 ®@1d*")d,(a @ @1, ® a,.1b).
The following lemma is very useful throughout the present paper.
Lemma 2.3. We have two isomorphisms of dg A-A-bimodules
al  QLP(A) S (A), ag@Try = —dy(ag @ Ty @ 1);
alt D QRP(A) 5 QP (A), T, @ ag - dy(1 @71, © ag).

Proof. First, we claim that both o and o)f are bijective. Indeed, the inverse of a is
given by

() @) = (1P Y _ah@aiy,
for z:= 3. al ® a’y, 1 @ al € QP (A). That is, ()" is the composition of maps

L1 . T\@p—1 1d®P @ I,
() QL (A) = A® (TA)PP T A —— QUP(A).
Here the sign (—1)P~! is hidden in the Koszul sign rule. From a straightforward compu-

tation, we get that of(a))™" = Id and (o)) 'a) = Id. Similarly, the inverse of af is
given by

(@) (z) = dlgp1 ©a}

for @ := 3", af ® a’yp1 @ al, € QB (A). That is, (aff)~" is the composition of maps

(@)1 (A) = Aw (SA) ' @A T2, ofr(a),

This proves the claim. It remains to check that Ozll; and af are morphisms of A-A-
bimodules. For this, given ag ® @1, € A ® (X A)®P, we have

al(a(ag ®ay,) 4b) = — d,((1d*? @7)d,(aay @ @1, @ b) ® 1)

=dy(aay @ a1, @ b)
:aaﬁ(ao ® ay )b,

where the second identity follows from d,d,.(aag ® @, ® b ® 1) = 0. This shows that

aé is a morphism of A-A-bimodules. By a similar computation, we get that Ozf is a

morphism of A-A-bimodules. This proves the lemma. U
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2.2. Two liftings. Let M be a graded A-A-bimodule. Recall that the Hochschild coho-
mology HH*(A, M) with coefficients in M is computed by the Hochschild cochain complex
(C*(A, M), 6) with

HHom (A)®, M), formeZ,

1>0
where (XA)®° = k and ﬂom*m((ZZ)@, M) is the set of k-linear maps of degree —m
from chain complexes (XA)® to M. Recall that a k-linear map f : X — Y between two

chain complexes X and Y is of degree m if f(X;) C Y;i,, for any i € Z. The differential
 (of degree one) is given by, for f € Cm(A M),

o (f)(al Z+1) —alf a3 z+1 + Z CLlj 1 ® A;Qj41 X a ajy2, z+1)+

(—1 )Z+1f<a1,i)ai+l-
Let m,p € Z>o and f € HH™ P(A,QF (A)). Recall that QF (A) is a graded A-A-

bimodule concentrated in degree p. Then f can be represented by an element f &

CmP(A, ¥ (A)) = Hom((XA)®™, QP (A)) such that 6(f) = 0. Denote

(o)7"

fLeEaEm Loor (4) 2 Qlr(A) = A (SA)®

7 e Loap (a) W7 qRe(a) = (sA) @ A,

where (o))~ and (af)~" are defined in Lemma 23] These two maps induce two liftings
IE(f), 97(f) : Bar,(A) — X" P Bars,(A)
in the following way. Let x := ap ® @1, ® a,4; € Bar,(A). If r < m, we define

I (f)(@) = 9" (f)(z) = 0.
If r > m, we define
ﬁL(f) (l‘) - aOfL(al,m) X am—l—l,r X Ary1,
ﬁR(f) (.T) = (_1)(mfp)(r7m)a0 X a1,7’7m ® fR(arferl,r)arJrl-

It follows from 6(f) = 0 that 97 (f) and ¥7(f) are indeed morphisms of dg A- A-bimodules.
It is well-known from homological algebra (cf. e.g. [Wei, Comparison Theorem 2.2.6]) that
9L (f) is homotopy equivalent to ¥#(f). In fact, there exists a specific chain homotopy

(1) h(f) : Bar,(A) — %" 77! Bars,(A)
from 9% (f) to 92(f) defined as follows. For any r € Zs,,
(f)(a(] ®a ay T ® ar+1)

forr <m—1,

0
S (=1 Vay @1 @ f(@i1i0m) @ Tirmatr @ arpr for r>m,
i—0

where
— — ®p—1 —
o (SA)@ L qp (A) < Bar, ,(A) ST (s,

Indeed, it is easy to verify that 9X(f) — 9%(f) = h(f)d + dh(f). Notice that h(f) is
a morphism of graded A-A-bimodules. It follows that ¥*(f) is isomorphic to ¥7(f)
in the homotopy category K~ (A @ A°°-Mod). Therefore, both ¥Z(f) and 9%(f) are
representatives of f € Homaps g 00 (A, X" 7PQL (A)) in K~ (A ®@ A°P-Mod).
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From f € HH™ P(A, QF (A)), we may get an element Q (f) € HH™ P(A, Q2F"(A)) for
any r > 0, which is represented by the element

QL (f) Bar,, (A) — . NmTPORIT(A)
a0 ® A1 mir @ Gpgr1r = dpir (0 f7(@1m) @ Tt 1, mtr © Gmirg1)-

Similarly, Q2 (f) may also be represented by the element

Q3 (f) : Bar, ., (A) - POET(A)
ap @ a1,m-l—r & Amgr+1 2 (_1)(m7p)rdp+r(a0 ® a1,7’ ® fR(ar-l—l,m-l—r)am-l—r—i—l)'

Remark 2.4. The above homotopy h(f) induces a homotopy hX(f) := dpsrhmsr—1(f)
such that 22 (f)dmr = QL7(f) — Q&7 (f). For any f € C™ P(A,QF (A)) such that
d(f) = 0, we have the following identities

frpts(dr ®a Qgs(f))Ar,m-i-s = ny’r—i_s(f)a

:up+s,7"(QsLy’S(f) ®a dr)Apysr = QSL}JT—FS(JC),

which can be verified by straightforward computation.

Therefore, we have a map for any r > 0,
ro. m— m— r L,r _ ORyr
st : HH p(A’ le)y(A)) — HH p(A’ QE; (A))7 f = st (f) - st (.f)
Notice that QF (Q5,(f)) = Qi *(f) for ;s > 0 since QE"(QEs(f)) = QE*(f). This

induces an inductive system
m— m— 1 m— T
-+ = HH™ (A, QF (A)) - HH™P(A, Q8T (A) = -+ = HH™P(A, Q0 (A) — - -

It follows from [Wanlbal Proposition 3.1] that if A is a Noetherian algebra over a field
k such that the enveloping algebra A ® A°P is Noetherian, then the colimit of the above
inductive system is isomorphic to the (m — p)-th Tate-Hochschild cohomology group

HHggip(A, A) = Homgsg(A@,Aop)(A, Zm_pA)’ m—peE Z’

where D, (A ® A°P) is the singularity category of the enveloping algebra A ® A°P. Recall
that the singularity category Dge(A) (cf. [Bud, [Orl]) of a Noetherian algebra A is defined
as the Verdier quotient of the bounded derived category D’(A-mod) of finitely generated
(left) A-modules by the full subcategory Perf(A) consisting of complexes quasi-isomorphic
to bounded complexes of finitely generated projective A-modules.

3. Da kle]/(€2)-MODULES

3.1. A construction of dg kle;]/(€?)-modules. Let A be a Noetherian algebra over a
field k such that the enveloping algebra A ® A°P is Noetherian. For ¢ € Z, we denote by
R; the commutative dg algebra kle;]/(€?) with trivial differential, where ¢; is of degree i.
With a slight abuse of notation, we denote by ¢; the kernel of the augmentation R; — k.
Clearly, ¢; is the one-dimensional graded k-vector space concentrated in degree ¢. For a
chain complex X of (left) A-modules, there is a natural isomorphism of chain complexes
between ¥'X and the tensor product ¢; ® X . In what follows, we will not distinguish
between them.

Let @ : X — Y be a morphism (of degree zero) of chain complexes. Recall that the
mapping cone of « is defined as the chain complex Cone(a) = X @Y with differential
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(ZdX Y ). We set C(a) = Cone(X7a). Clearly, C(«) is the chain complex X & Y'Y

a dy

with differential <d§ z*? dy) . The complex C'(«) may be depicted as

«

N

X S Yy,
The following lemma can be used to construct dg R;-modules.

Lemma 3.1. Let B : X — Y be a morphism of dg A-modules. Let o : X — XY be
another morphism of dg A-modules. Then there is a dg R; ® A-module structure on C(«)
induced by o and (3.

Proof. By definition, the complex C'(a) is equal to (X @ XY, (g Z(Bd)). The graded R;-
module structure on C(a) is given as follows: For z + Yy € X @ XY, the action of

A+ pe € Ry (A pek)is
(A + per) (z + B'y) = Az + B Ay + pb(x)).

It is clear that this action is compatible with the differential (g 29- d). This proves the

lemma. U

Let m,p € Z>o and f € HH™P(A, QF (A)). In Section 2.2 we have defined two liftings
VL (f) and 92 (f) associated to f. It follows from Lemma B that C (97 (f)) and C'(9%(f))
are dg R,,—p—1 ® A® A°°-modules. To see this, we take the map  in Lemma [3.Ito be the
natural projection Bar,(A) — Bars,(A) and o = 9%(f)(resp. o = 9%(f)). In particular,
as graded R,,—,—1 ® A ® A°°-modules, we have

p—1
C*(f)) = @k ® Bar,(A)) @ Runp1 © Bars,(4) = C(97(f)),
i=0
where k is viewed as the R,,_,_;-module concentrated in degree zero and thus k ®
Bar;(A) is an R,,—,—1 ® A ® A°°-module concentrated in degree i. In Section we
have _also defined two cocycles QL (f) and Q" (f) repreLsenting the elen;%ent QL (f) €
HH™P(A, QF"(A)) for r > 0. We note that both C(QL"(f)) and C(QL"(f)) are dg
Ry p1 ® A® A°®-modules. For this, we take the map /5 in Lemma [3.1] to be the pro-
jection Bar,(A) — QFF"(A) induced by the natural map Bar,,,(A) — QF"(A) and
a = QL"(f) (resp. o = Q" (f)). In particular, as graded Ry,—,—1 ® A ® A°°-modules,
we have
CO5 () = D (k@ Bari(4)) P (Bary(4) @ 2" 71 (A)) = COF (),
i#p+r
where (Bary,,(4) ® X" P71QPF"(A)) is the graded Ry,—p—1 ® A® A°P-module determined
by the action
€m—p—-1" T = (_1)m7p71dp+r(x> € Emipilggjr(A)

for any x € Bar,.,(A). When r = 0, we get that C(f) is a dg R,;,—,—1 ® A® A°P-module.

Remark 3.2. Let f; and f; be two different cocycles representing f € HH™ (A, QF (A)).
Then there exists o € Hom((SA)®™ 1, QF (A)) such that f; — fo = d(a). Define a map

(o) : Bar,(A) — Y™ P! Bars,(A)

as follows. Let ¥ = ag ® @1, @ a,11 € Bar,(A). If r < m — 1, we define 9*(a)(z) = 0. If
r > m — 1, we define

,ﬁL(a)CI;) = CLOOZL(ELmq) ® Em,r & Apy1,
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where o is defined as in Section 222 Notice that the identity f; — fo = d(«) yields
9L (@)d + d9*(a) = 9% (f1) — 9*(f>). Thus the map (195;;) {31) L COM(fy)) — CWH())

is an isomorphism of dg R,,—,—1 ® A® A°*-modules with inverse ( _ﬂILd(a) 1?1) :C (I (fr)) —

C(V*(f2)). This shows that C(9*(f)) does not depend, up to isomorphism of dg R, , 1®
A ® A°P-modules, on the choice of the representatives of f. Similar arguments are used
to prove that C(9%(f)), C(QL"(f)) and C(Q"(f)) are independent of the choice of the
representatives of f.

Lemma 3.3. Let m € Zso and p € Zxo. For f € HH™ P(A,QF (A)), the following
assertions hold.

(i) C(9E(f)) is isomorphic to C(V(f)) as dg Rym_p—1 @ A @ A°P-modules.
(i) The morphism of dg Ry—p—1 @ A ® A°®-modules

5= (0 0,) : COHS) = Cf)

is an isomorphism in the homotopy category K(R,—p—1®@A) and in K(R,—p—1 QAP),
where 0, @ €mp1 @ Bary(A) — €np1 @ QL (A) is the surjection induced by the
augmentation 7, : Bar,(A) — QF (A).
Proof. Let us prove assertion (i). Consider the morphism of chain complexes (hl(‘}) 1(31) :
CWL(f)) — C(IE(f)), where h(f) is the chain homotopy defined in (). Note that
( hl((}) 1%) is a morphism of dg R,,—,—1 ® A ® A°®-modules since h(f) is a morphism of dg
A®A°P-modules and is compatible with the action of €,,_,_1. In fact, it is an isomorphism
with inverse (_,Il%f) 1) s COR(f)) = C(9%(f)). This proves assertion (i).
Let us prove assertion (ii). We claim that C(9X(f)) is isomorphism to

C(97(0)) = Bar, (A) & er_p_1 @ Bars,(A)

as dg Ry,—p—1 ® A-modules. Indeed, we define a morphism of graded A-modules

[ :Bar,(A) = €y—p_1 @ Bars,(A)

as f(z) = 95(f)(ap@a®- - Qa1 ®1) for r = ay®@a1®- - ®a;®a;41 € Bar;(A) and i > 0.
Notice that we have 9% (f) = df — fd. This yields a morphism of dg R,,_,_1 ® A-modules

o(f) = (1) : COM() = CWH))

since ¢(f) is compatible with the action of €,,_,1 and we have

1d 0 Id 0 d 0
(82) (fld) = (fld) (ﬂL(f) d) .
It is clear that ¢(f) is an isomorphism with inverse (};?1?1) : C(95(0)) — C(I=(f)).
This proves the claim. Similarly, we have an isomorphism of dg R,,_, 1 ® A-modules

() = (i) - CU) = C(0) = Bar(4) @ ey 1 @ 4, (4),

where apfis the following composition of maps

Bar,(A) ER €m—p1 @ Barsy(4) 2 €ppq @ QL (A).
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Note that the following diagram commutes

C"(f)) —=C(f)
¢>(f)l% elwm

C(9"(0)) —= C(0).

To prove that 7, : C(9*(f)) — C(f) is an isomorphism in K(R,,_, 1 ®A), it is equivalent
to prove that 7, : C'(9%(0)) — C(0) is an isomorphism in K(R,,_,_1 ® A). We have a
commutative diagram of distinguished triangles in K(R,,—,—1 ® A)

Bar.,(A) — C(ﬁL(O)) —— Bar>,(A) ® €,,—,—1 ® Bars,(A) —— X Bar_,(A)

F s :

Bar.,(A) C(0) Bars,(A4) © €n—p1 @ Q8 (A) ——= X Bar,(A).

It is clear that (151 09,,) is an isomorphism in K(R,,_,—1 ® A) since we have the following
commutative diagram

Bar>,(A) @ €m—p-1 ® Bars,(A)

"R (A) B empr © Qﬁ’y(AS

Bars,(A) @ eyt ® O, (A)

1)

o

0 1d
an isomorphism in K(R,,—,—1 ® A). By a similar argument, we can prove that 7, is an
isomorphism in K(R,,—,—1 ® A°P). This proves assertion (ii). The proof is complete. [J

where (7 ) and (75’ fp) are isomorphisms in X(R,,—,—1 ® A). This implies that o, is

3.2. Dg modules arising from the bullet and circle products. From Section 2.2]
we have a map Qf : HH*(A, QF (A)) — HH"(A, Q2" (A)) for p,r > 0. Recall that the
Tate-Hochschild cohomology HHZ, (A, A) is isomorphic to the colimit of the inductive
system

0l 0l Ql

* sy * 1 sy sy *
HH*(A, A) — HH*(A, st(A)) — .- — HH*(A, ng(A)) —

Let us recall the Lie bracket [-,-] on HHZ, (A, A) constructed in [Wanl5al WanI§].
The notations in the present paper are slightly different from those in [Wanl8] since we
are using the dg bimodules Qf%*(A) instead of QL*(A). For f € C™ P(A, Q% (A)) and
g € C" (A, QL (A)), set

foigim (% @ fM)(Id* ' gg @ [d*")  if1<i<m,
ig = (Id®q+i ®?®Id®_i)(1d®m_1 ®gR) i —q SZS _1’

where f, f¥ and f# are defined as in Section 22, namely
7 (A L ap (4) 5 Bar, o (4) Z2EE (e
aly-1 .
77 (A L op (4) D0 QLr(4) = Aw (SA),

enem S (af)~t , —
R (AP & Qr (A) —— QEP(A) = (BA)P @ A.
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Clearly, we have f e; g € C™t=P=9=1(A QItPFa(A)). For instance, f ;g (i > 0) is the
composition of maps

(R A)8m+n-1 197" @geld®™ 7, (SA)em+a %7 O fF, (SA)®P 1 @ A = QRPTI(4),

Since the 1somorphlsm alt - Qftr(A) 5 Q2 (A) (cf. Lemma 2.3) induces an isomorphism

ﬁ : C*(A, QECP(A)) = C*(A, Qfs’y(A)), we have a§+q(f °, g) € C’er"’p’q’l(A, Qﬁ’;q(A)).
We define

Og_Zo{p-i-qf. ( >(mp1nqlzap+q 7Zf

feg:= Zafﬂ(f *g)+ Zam-q *i9);
i=1

[f.g] :=feg— (=) P Nirmalge f
=fog— (_1)(m—p—1)(n—q—1)g of.

We remark that when these formulas are applied to elements, additional signs will
appear because of the Koszul sign rule. When p = ¢ =0, fog = f e g is the usual
Gerstenhaber circle product and [+, -] is the usual Gerstenhaber bracket on C*(A, A). Then
from [Wanl8, Section 4.2], we get that [-,-] respects the map Q : HH"(A, QF (A)) —
HH"(A, Q2F"(A)). Thus it induces a well-defined Lie bracket (still denoted by [-,]) on
HHZ, (A, A). We have the following very important observation.

Lemma 3.4. For two cocycles f € C™P(A, Q8 (A)) and g € C" (A, QL (A)), the fol-
lowing identities hold in C™ "~ P=1"1( A, QPFI(A))

ge f=Q5"(9h(f) = hy " (g)0" (f),

go f =Q5"(g)h(f) + hg " (/)0 (g),
where h(f) is defined in (@) and hl"(f) is defined in Remark[2)

Proof. This follows from the following identities

R LR (g
Q37 ( Z%+q geif), hy( Zo‘mq oif)
Let us verify these two identities. For this, we have
Q" (9P @ msn-1)

= Z(_1)(m7p71)(i71)95’p(9)(51,2‘71 ® f(@ii4m—1) ® Tipmmin—1)
_Z DR p+q(Id®p ®R9™) (@11 @ f(@iiym—1) ® Tisrmmin—1)

- Z a§+q<9 o [)(@1min_1)-
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Similarly, we have

hL7R( )ﬁR(f)(al m+n— 1)
:( 1>(m 2N hL R( )(al,nfl ® fR<an,m+nfl))

:(_1)(mfp)(n—1) Z Oéllzrq(ld@pfi Q7 R Id®i)(61,n,1 ® fR(an,ern—l))

=1
_Z&p"‘q fzf alern 1)

This proves the lemma. O

The Yoneda product
. m— n— m+n—p—
U HH™P(A, QL (A)) @ HH" (A, Q¢ (A)) — HH Pra(A, Qé’y*q(A))
is given by the composition
HH™P(A,QF ) @ HH" (A, QL) — HH™ P79 A, QF ®a QL) — HH™ " P=9(A] Qﬁ’y*q),

where we simply write QF for (2F (A); and the second morphism is the isomorphism

induced by 4 : st(A) ®a QL (A) = QpFa(A) (cf. the proof of Lemma 2.2)). At the
complex level, U’ is given as follows: For f € C™7P(A, QL (A)) and g € C"79(A, QZ (A)),

f U/ g(al,m—kn) = M%q(f(al,m) XA g(am—l—l,m—kn))'
We defined another cup product U in [Wanl8| Section 4]:

fUg =y, (1A @u)(1d% @ {7 @ 1d)(1d*™" ©g™).

More precisely, f U g is the composition of maps

—@m+n 1O @ —om+ %9 @ fR@ld —®p+ 1d®r+a @ )
Ao 189, gEmtag 4 [TOTTO A Ap A 1O Rt 4) Doty Qrr(A),

where we simply write A for ¥A. At the cohomology level, the cup product U’ is equal
to U (cf. [WanI8| Section 4]). We note that U is compatible with the map Q. Thus, it
induces a well-defined cup product U" = U : HH, (A4, A) ® HH, (A, A) — HHZ, (4, A).

Remark 3.5. It is clear that the two products U and U at the complex level are not
(graded-)commutative. But we have the following identity

fU g— (—1)mP0=Dg ) f=(—1)""5(g e f),
fUg— (=1)mP0=Dgy f =(—1)""P5(go f),

for any f € C™7P(A, QL (A)) and g € C"79(A,QZ (A)) such that §(f) = 0 = d(g)
(cf. [Wanl8, Proposition 4.4]). This shows that U" = U is graded-commutative at the
cohomology level.

In the following, we will use the identities in (2]) to construct two dg Ry,—p-1 @Ry g1 ®
A® A°P-modules CL(f, g) and C(f, g) (see below), which are independent (up to isomor-
phism) of the choice of representatives in the cohomology classes of f and g (cf. Lemma
B.8). We stress that these two dg modules play a crucial role in the proof of Proposition
(.9 a key step in proving our main Theorem

Let f € HH™ (A, QF (A)) and g € HH"9(A,Qd (A)), which are represented by the
cocycles f € C™7P(A,QF (A)) and g € C"79(A, Q4 (A)) respectively. Let us consider the

(2)
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following three chain complexes associated to f and g. For simplicity, we set r := m—p—1
and s :=n — ¢ — 1. The first complex is C(f, g) defined as

97 (g)

)]
Bar.(A) @ & ®Bars,(4) @© e @Bary(4) © 61, @05M(A).

Ide, ®Q57(f

The identity QL4(f)9%(g) = QEP(g9)9"(f) implies that C(f, g) is a well-defined complex.
The second one is C¥(f, g) defined as

97 (g)

R (f)
Bar.(A) @ ¢ ®Bars,(4) @© e ®@Bary(4) © 6@ QLTI(A).
lde, ©057°(f

Ide, ®0Q57(g)

The first identity in (@) ensures that C*(f,g) is a complex. The third one is CE(f, g)
defined as

7 (g)

R (f)
Bar.(A) @ ¢ ®Bars,(4) @ e ®@Bary(4) © 64, @ Q8H(A),
IdCs ®QS}§”q(f

Id., ®QL7 (9)

The second identity in (2)) yields that C®(f, g) is a complex.
Lemma 3.6. For any f € HH™ P(A,QF (A)) and g € HH" (A, Q4 (A)), we have iso-
morphisms of complezes
C(f.9) = CH(f,9) = C"(f.9).
Proof. Let us define a map s®(f,g) : Ct(f,g) — C(f,g) as
Wh W00
SL(f,g) = 0 0 1do
0 hh"(g) 0 1d

where hl»"(g) is defined in Remark 2.4 and h(f) is defined in (I). We have the following
identity

Id 0 00 A 0 0 0 K. 0 0 0 Id 0 00
R(f) 1d 00 97 (f) d 0 0 9~ (f) d 0 0 h(f) Id 00
o 9 Id 0 9B 0 d o] = | 9849 o d 0 0o 0 do |>
0 hy'(g) 0 Id gef QLP(g) Q&1(f) 0 0 QP ki) o 0 hy'"(g) 0 1d
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since g o f = QEP(g)h(f) — hy"(g)9"(f) (cf. Lemma BA). Here, we simply write

: R, R, R, L :
Id,, ®Qgp(g) (resp. Id., @QL9(f)) as QLP(g) (resp. QEI(f)). Tt follows that s*(f,g) is
a morphism of complexes. Note that s(f, g) is an isomorphism with inverse

Id 0 0
0

_ —“n(f 1d
SL(f,Q) 1:< 0() 0 d

0
0
h () —hEkR(g) 0 1d

—

Let us prove CL(f,g) = CE(f,g). Consider the following map s'(f,g) : CE(f,g) —
C*(f,g) given by

Note that the following identity holds
d 0 0 0 RCE : 0 0 0
OR(f)  d 0 0 R(f)  d 0 0
s'(f,9) (ﬁR(g) 0 d o) = <19R(g) 0 d o) s'(f,9)
gof 25"(9) 25°(f) 0 gof Q" (9) ey (f) 0

since by Lemma B4}, we have geo f+hl % (g)0"(f) +hl"(f)9"(g9) = go f and by Remark
2.4, we have

LR _ oL R, LR _ oL, R,
hq (f)d - stq(f) - stq(f)a hp (g)d - stp(g) - stp(g)'
This implies that §'(f, g) is a morphism of complexes. It is clear §'(f, ¢) is an isomorphism
with inverse
(! 0 0
S(fo)t =10 o 4o .
0 —hy(g) —hg"(f) 1d
This proves the lemma. O

Remark 3.7. It is clear that C(f,¢) has a natural dg R ® A ® A°®-module structure,
where R := R,,,_,_1 ®R,,_,_1 is the tensor product of the dg algebras R,,_,_1 and R,,_,_1.
Then, via the above isomorphisms in Lemma 3.6, the complexes C*(f, g) and CT(f,g)
inherit the structure of a dg R ® A ® A°*-module from C(f,g). Hence all the three dg
R ® A® A°P-modules are isomorphic. The tensor product C(f)®4 C(g) is endowed with
a natural dg R ® A ® A°®-module structure.

Lemma 3.8. Letm,n € Zsq. Forany f € HH" ?(A,QF (A)) and g € HH""9(A, QZ (A)),
we have a morphism of dg R ® A ® A°®-modules

(f,9): C(f,9) = C(f) ®a Clg)
such that ®(f, g) is an isomorphism in K(R® A) and in K(R @ A°P).

Proof. Set r :==m—p—1and s := n—qg—1. Let us write down the complex C(f)®4C(g).
Recall that C'(f) is the following complex

!

T

C(f)=Bar(4) @ SOz (A).
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Then C(f) ®4 C(g) is depicted by the following diagram

Id®ag
f®ald

B.®sB, @® YWQuB, & B.@,Y0 @& YO,200

f®ald
Id®ag

where, for simplicity, we write B, = Bar.(A) and Q7 = QF (A). Note that there is a
natural isomorphism of dg A ® A°°-modules

iy - SO0 (A) @4 Bar, (A) = 5" Bars,(A)
defined as the composition of maps

S (ab)7l®a

Id o~
YOQRP(A) @4 Bar,(A) — X7 Bars,(A),
)~!is defined in Lemma and the second isomorphism is given by

YL (A) @4 Bar,(A)

L

where (c,

STOQEP(A) @4 (A® (SA) @ A) 5 XTA® (SA)®PT 9 A S X7 Bar,,,(A).
Similarly, we have an isomorphism of dg A ® A°°-modules

iy : Bar.(A) @4 2°Q (A) = T° Bars,(A).

o~

Recall that we also have an isomorphism p,, @ QF (A) ®4 Q% (A) — QEFI(A) from

Lemma 22 Using the above isomorphisms, we get that C(f) ®4 C(g) is isomorphic to
the following complex (denoted by Ci(f,¢))

ﬁq (Id ®Ag)

fip(f@ald)
Bar.(A) ®4 Bar.(A) @ Y Bary,(4) @  X°Bary,(A) @ @ XTQR(A).

Hp,q(f@ALd) (L

tip,q(Id @a9) (fp) ™1

do 0 0
Here the isomorphism C/(f) @4 C(g) — Ci(f,g) is given by t,(f, g) := <8 v ;q 8 )
00 0 ppg

Via this isomorphism, the complex 6’1( f,g) inherits the structure of a dg R ® A ® A°P-
module from C(f) ®4 C(g). We construct a morphism of graded R ® A ® A°°-modules

Noo 0 0 0 _
t(f,g>=( § Igdlgdl%) L C(f.9) = C(f. ),

where Ag is defined in Section 211 We claim that ¢(f, g) commutes with differentials.
Indeed, it is sufficient to verify the following identity

wLCEf) 2 8 8 I (fd 1d) 3 8 8

®

t(f,9) (ﬁR(g) 0 d 0) = <g§(ld§Ag) 0 d o) t(f,9).
0 QP9 QI 0 0 tpq(Ud®ag)(fip) ™" tp.q(f©a1d) (i)~ O

The above identity holds since we have
I (f) = Bp(f ©a1d)Aoo,  97(g) = fig(Id @ag) Ao ;
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QRp( p = Hp,e(Id®ag), QL q(f)ﬂq tpg(f ®a1d).
This proves the claim. Therefore, we get a morphism of dg R ® A ® A°°-modules
®(f,9) =t(f.9) " t(f.9): C(f,9) = C(f) ®4 C(g).

It remains to show that ®(f,¢g) is an isomorphism in X(R ® A) and in K(R @ A°P).
For this, it follows from the proof of Lemma that there is an isomorphism of dg
R ® A-modules

1d 0 0 0

Id 0 0

<J§c 0 1d ~0>3C(f79)—>0(070)7
0 dptg QP (@) dprg Q3 (F) 1d

where §(z) = 98(g)(z ® 1) and f(z) = 9=(f)(z @ 1). Here we leave it to the reader to
check that the above map is indeed a morphism of dg R ® A-modules. Similarly, we have

an isomorphism of dg R ® A-modules C(f) @4 C(g) — C(0) @4 C(0). Moreover, the
following diagram commutes in the category of dg R ® A-modules

C(f,9) L o(f) @4 Clg)

l% l%

®(0,0)

C(0,0) =22 C(0) @4 C(0).

Thus, to prove that ®(f, g) is an isomorphism in KX(R® A), it is equivalent to prove that
®(0,0) is an isomorphism in K(R ® A). For this, consider the distinguished triangle

Bo, = C(0) =» R, ® Q8 (A) = XB.,
in (R, ® A). Applying the tensor functor — ®4 C'(0), we get the triangle
By 4 C(0) > C(0) 04 C(0) = Ry @ (Bap(A) ® SQ5H(A)) - $B.,
in X(R® A). Moreover, we have the following commutative diagram

By ®a B. ® *Beyry —> C(0) ©4 C(0) — R, ® (B,(A) © TQL(A)) —

(3 )= 00 T
By ®S*Beyiy (0, 0) Ry ® (Bsp(A) ® SQ2HI(A)) — |

Notice that the morphism (4§ 2 ) is an isomorphism in X(R ® A), it follows that ®(0,0)
is an isomorphism and thus ®(f, g) is an isomorphism in KX(R ® A). Similarly, ®(f, g) is
an isomorphism in K(R ® A°P). This proves the lemma. O

4. R-RELATIVE DERIVED TENSOR PRODUCT

Let us start with the general setting. Let k£ be a field. Let R be a commutative dg
k-algebra and E be a dg R-algebra. The R-relative (unbounded) derived category Dg(FE)
is a k-linear category with objects being dg F-modules. The morphisms of Dg(FE) are ob-
tained from morphisms of dg E-modules by the localization with respect to all R-relative
quasi-isomorphisms, i.e. all morphisms s : L. — M of dg E-modules whose restriction to
R is a homotopy equivalence. For instance, the k-relative derived category Dy (FE) of the
dg k-algebra F coincides with the usual derived category D(FE). The R-relative derived
category Dg(R) is the homotopy category K(R) of R. We also consider the R-relative
bounded derived category D% (F), which is by definition the full subcategory of Dr(FE)
consisting of those objects X such that there are only finitely many integers ¢ such that
H;(X) # 0. For more details on R-relative derived categories, we refer to [Kel98| [Kel99)].
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Let A and B be two associative k-algebras. Let X be a dg R ® A ® B°P-module.
Then we have the R-relative derived tensor product induced by X, in the sense of [Dell,

X @ply —  Dr(R® B) — Dr(R® A).

Remark 4.1. From [Kel98| Section 7], it follows that X ®%’£B — 2~ praX @rep —, Where
the dg R® A ® B°°-module p,X is R-relatively quasi-isomorphic to X and R-relatively
closed as a dg R @ B°P-module, i.e. Homy(rgper)(PraX, M) = Homop ,(rgpor) (PraX, M)
for any dg R® B°P-module M. For instance, we have the isomorphism Homg(ggper) (R ®
B, M) = Homy,(reper)(R ® B, M) for any dg R ® B°*-module M, and hence (R ®

B) ®pap — = (R® B) ®pep — (cf. [Keld8, Section 7.4]).

Lemma 4.2. Let X be a dg R-module and P be a (k-relatively) closed dg B°°-module.
Then X ® P 1s R-relatively closed as a dg R ® B°?-module, namely, we have

(3) HOng{(R®Bop)<X X P, M) = HomDR(R®Bop)(X X P, M),
for any dg R® B°®-module M. As a consequence, (X @ P) ®H§gkR — =2 (X®P)®pg.r—-

Proof. 1t suffices to show that Homy(pgper) (X ®P, M) = 0 when M is an R°P-contractible
(ie. M =0 in K(R?)) dg R ® B°®-module. For this, let us write Hom for the Hom-
complexes. Equivalently, we need to show that the complex Hompggper (X ® P, M) is
acyclic when M is R-contractible. Since we have

Hompggpor (X @ P, M) = Homp(X, Hompes (P, M)),

to prove that Hompggper (X ® P, M) is acyclic, it suffices to prove that Hompges (P, M)
is R-contractible. Clearly, this holds for P = B and is inherited by shifts and arbitrary
coproducts (because products of R-contractible dg R-modules are still R-contractible).
This is also inherited by extensions that split in the category of graded B°P-modules.
Therefore, it holds for any closed dg B°°-modules. This proves the lemma. O

Remark 4.3. We would like to thank the referee for providing a shorter proof of Lemma
and thank Keller for pointing out that this lemma holds for any closed dg B°P-module
P.

Proposition 4.4. Let m > 0. For a cocycle f € C™P(A, QL (A)) (i.e. 6(f) =0), all
the three dg modules C(f),C(V*(f)) and C(IE(f)) are R,,—,_1-relatively closed as dg
R, —p—1 ® A-modules and as dg R,,—,—1 © A°®-modules.

Proof. 1t follows from LemmalB3that all the three modules are isomorphic in K(R,,—,—1®
A) and in K(R,,_,_1 ® A°P). Therefore, it is sufficient to prove that C'(9(f)) is Rp_p_1-
relatively closed as a dg R,,—,—1 ® A-module and as a dg R,,—,—1 ® A°®*-module. From
the proof of Lemma [3.3] we have an isomorphism of dg R,,—, 1 ® A-modules

o(f) : CWE(f)) = C(0*(0)) = Bar,(A) ® ey_p1 ® Bars,(A).
Let us prove that C'(9%(0)) is R,,_, 1-relatively closed in X(R,, , 1 ® A). For this, we
have a distinguished triangle in K(R,,—,—1 ® A)
Baro,p_l(A) — C(ﬁL(O)) — Rm—p—l & Bal‘zp(A) — X2 Bal‘om_l(A).

By Lemma both Barg,_1(A) and R,,—,—1 ® Bars,(A) are R,,_,_i-relatively closed in
K(Rpy—p-1 ® A). Hence so is C(97(0)). This proves that C(9(f)) is R,,_,_i-relatively
closed in K(R,,—p—1 ® A). Similarly, we can prove that it is also R,,_,i-relatively closed
in KX(Ry,—p—1 ® A°P). This prove the proposition. O
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Proposition 4.5. Let m > 0 and p > 0. Let f,g € HH™"(A, QL (A)). Then we have a
morphism of dg Ry,—p—1 @ A @ A°®-modules

U(f,9) : C(F) ®rpy 14 Clo) = COL(f +9))
such that U(f,g) is an isomorphism in K(Ry,—,—1 ® A) and in K(R,,—p—1 ® A°?). Here
the map QF, - HH™P(A, QF (A)) — HH"™ (A, Q2 (A)) is defined in Section 22,

Proof. For simplicity, we write Bar,(A) as B, throughout this proof. Then the dg module
C(f) ®Rp_p104 C(g) is illustrated as follows

f g

/‘\ /\

(B. & XPR(A) g, , 04 (Be & EPTHE(A)).

We claim that C(f) ®g,,_,_,04 C(g) is isomorphic to the following dg R,,—,—1 ® A ® A°P-
module Cy(f, g)

f®Adp+dp®Ag

T

B. %4 L. & SmrLOP (A) @4 OF, (A).

Indeed, as graded R,,—,—1 ® A ® A°®-modules, we have
C(f) = Pk B)P(B, ® "1 (A)).

iF#p
Thus, as graded R,,_,_1 ® A ® A°®-modules, we have

C(f) ®Rm—p—l®A C(Q)

~ (PkeB)PB,e 2mp19§y<A>>> X

i;ﬁp Rm—p—l ®A

Pk e B)P(B, @ zm—p—lagy(A))>

i#p
~ (@ne@n)@(@roin)@
i#p i#p i#p
B, . P Bi) B (B, 04 B, & 5" 77108 (4) @4 02, (A))
i#p
>~ B, @4 B.@H " (A) @4 % (A)

I

Ci(f,9),
where the second isomorphism comes from the following isomorphisms
(k ® B;) ®R,,_,_104 (k ® B;) =B; ®4 Bj;
(4) Xp ®R,u_p104 Xp ZBp ®4 B, & X" PHOE (A) @4 O (A);
Xp ®Rp_ 104 (k® B;) 2B, @4 By, (k® B;) ®r,,_, 104 Xp = B; @4 By;

where X, := B, @ X" P 'QP (A). The first isomorphism in (@) is due to the fact that
k ®r,,_,_, k = k. Let us prove the second isomorphism in (). For this, we have a short
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exact sequence of dg R,,—,_1 ® A ® A°°-modules
(5) 0= émp1 @S MNA) = Ry 1 @ B, = X, = 0.
Applying the tensor functor —®pg,,_ 24X, to (@), we obtain the following exact sequence
0— 27195;1(14) Xa Emfplep — Bp Xa Xp — Xp ®Rm—p—l®A Xp — 0.
This implies that
Xp OR,, , 104 X, 2(By ®4 Xp)/(Eingjl(A) ®a €m—p-1Xp)

=(B, ®4 X,)/ (T (A) ®4 TP (A))

B, @4 B, ® X" PTIOE (A) @4 Q8 (A).
This shows the second isomorphism in (@]). Similarly, applying the functor — ®g,,_ 24
(k ® B;) (resp. (k® B;) ®r,,_, 104 —) to (@), we may get the third isomorphism (resp.
the forth isomorphism) in (). Then, from the construction of the tensor product of dg
modules, we see that the differential is exactly given by that of C;(f, g). This proves the
claim.

We identity C(f) ®g,,_, 104 C(g) with Ci(f,g) via the above isomorphism. Let us
denote by C{(f,g) the following dg R,,—,—1 ® A ® A°°-module

bp,q(f®adp+dp®ag)Ao,0

SN

B, @ SmrlQ%(A),

where the coproduct Aoy : B, — B. ®4 B, and the isomorphism p,, : QF (A) ®4

sy
Qd(A) = QpFa(A) are defined in Section Il Note that we have a morphism of dg
R, —p-1 ® A® A°°-modules

/ Ao,o '
v = (%0 ,5):Cllf9) = Cilf.9) = CF) @r,y 104 Clo).
By Remark 2.4] we have that
Hop(f @ady+ dy ®4 9) D00 = Q7 (f) + Q" (9) = Q57 () + Q57 (9) = QL(f +9)

in HH™P(A, Q2 (A)). Thus C{(f,g) is isomorphic to C(QZ (f + g)) since C(Q2,(f + g))
does not depend on the choice of the representatives (cf. Remark B2)). This yields a
morphism of dg R,,,—,—1 ® A ® A°°-modules

U(f,9): COQU(f +9) = C(f) @R, 124 C(9).

It remains to prove that W is an isomorphism in X(R,,—,—1 ® A) and in K(R,,—p—1 @ AP).
From the proof of Lemma [33] it follows that we have the following commutative diagram

2, (f+9) L C(f) @n, , 0a Clo)

(O (9)) l~ Nlld O —p-184%(9)

C(2,() L O(f) @, oa C0) — C1(£,0)
w(ﬂé’y(ml% Nl ¢(f ®Id Id
C(0) —2% - C(0) @, , 104 C(0) —= C1(0,0)

in X(R,,—p—1 ® A). Thus, to prove that U(f,g) is an isomorphism in K(R,,—,—1 ® A), it
is equivalent to prove that W(0,0) is an isomorphism. Note that the latter follows from
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the following commutative diagram of distinguished triangles in K(R,,—,—1 ® A)

B<2p C(O) Bal'zgp @Em_p_le}I;(A) EB<2p

%‘/A LW(0,0) gl(% 2) NLZA
(B* X B*)<2p - Cl<07 0) - (B* X B*)22p S Em—p—lQ§§<A> - E<B* X B*)<2p-

Similarly, we can prove that V(f, g) is an isomorphism in K(R,,—,—1 ® A°?). This proves
the proposition. O

5. SINGULAR INFINITESIMAL DEFORMATION THEORY

In this section, we follow [Kel99] and develop the singular infinitesimal deformation
theory of the identity bimodule. Let k be a field and R be an augmented commutative dg
k-algebra. We denote by n the kernel of the augmentation R — k. We always suppose
that dim n < oo.

Let A be a Noetherian k-algebra such that the enveloping algebra A® A°P is Noetherian.
Let D¥Fri(A @ A°P) be the full subcategory of D?(A @ A°P) formed by all the complexes
quasi-isomorphic to bounded complexes X of (not necessarily finitely generated) A-A-
bimodules such that each component X; of X is projective as a left A-module and as a
right A-module. For instance, A € D*Fi(A @ A°P).

Let D5 (R®A®A) be the R-relative right bounded derived category of dg R®A® A°P-
modules (cf. Section H]). We consider its full subcategory D, ,(R ® A ® A°?) formed by
all the objects X € Dy(R ® A ® A°P) satistying the following two conditions

(i) X is R-relatively closed as a dg R ® A-module and as a dg R ® A°P-module,

(ii) k @ X € DOFroi(A @ A°P).
Denote by P(R ® A ® A°) the thick triangulated subcategory of D (R ® A ® A°P)
generated by all the objects P such that k®g P is quasi-isomorphic to bounded complexes
of projective A ® A°P-modules. We define the R-relative monoidal singularity category of

A as
D]},CZ<R ® A ® Aop)
P(R® A® Acp)

In particular, the k-relative monoidal singularity category Dy, (A ® A°P) coincides

with %, where D_ (A ® A°P) is the full subcategory of D~ (A ® A°) formed by
all the objects X such that each component X; is projective as a left A-module and as
a right A-module. Thus it is a full triangulated subcategory of the (partially) completed
singularity category Sg(A ® A%) := D~ (A ® A°)/P(A® A°) defined in [Kell8, Section
2.1]. It follows from Lemma 2.2 in loc. cit. that the singularity category Dy (A @ A°P)
(in the sense of Buchweitz and Orlov) is a full subcategory of @(A ® A°P) and is also a
full subcategory of D, (A @ A°P). As a consequence, we have

HH., (A, A) := Homy,, (agaer) (A, 5'A) = Homyp, , (aga0r) (A, 5°A),  for any i € Z.

Dgg,rR(A R AP) =

Lemma 5.1. The R-relative monoidal singularity category Dye r(A® A°P) endowed with
the R-relative tensor product ®H}‘%’£A is a monoidal category with the unit object R ® A.

Proof. Let us first prove that D (R ® A ® A°P) is a monoidal category. Since all the
objects in @;vcl(RQ@A@AOP) are R-relatively closed as dg R® A-modules and as dg R® A°P-
modules, we have ®H§£A =~ @pga- Let X and Y be two objects in Dy (R ® A ®@ AP).
Then we claim that the object X ®@pga Y is in Dj ,(R® A® A®?). Indeed, X ®pga Y
satisfies the condition (i). That is, X ®pgga Y is R-relatively closed as a dg R ® A-module
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and as a dg R ® A°®-module. The reason is as follows. Recall from [Kel98| Section 7]
that Y is R-relatively closed as a dg R ® A-module if and only if Y admits a filtration of
dg R ® A-modules

0=Y,cY,cv,c---cY,Cc---CY
such that

e Y is the union of the Y, p € Z,,

e the inclusion Y, C Y4, splits in the category of graded R ® A-modules, p € Z>,

e cach quotient Y, /Y, is isomorphic as dg R ® A-modules to a direct summand
of a direct sum of dg modules M ® A, where M is dg R-module.

This induces a filtration of X ®rga Y in the category of dg R ® A-modules
0=X Qrea Y1 CXQpoaYoC - CX®pgalyC - CX QpgaV.
It follows that X ®gea Y is R-relatively closed as a dg R ® A-module, since each quotient
(X ®roa ¥p)/(X Qrga Yp-1) = X Qrea Yp/Yp-1

is R-relatively closed as a dg R ® A-module. The same argument shows that X @rga Y
is also R-relatively closed as a dg R ® A°°-module. This proves that X ®gga Y satisfies
the condition (i). It remains to prove that X ®gga Y satisfies the condition (ii). This
follows from the following isomorphisms

(6) kQp (X QreaY) = (kQrk)Qp (X QreaY) = (kQr X) ®a (kQRY).

The proof of the claim is complete. Therefore, D}, ,(R® A® A°) is a monoidal category.
The above isomorphisms (@) also implies that P(R ® A ® A°P) is a tensor ideal, thus we
have that ®%’g 4 = Qpga is well-defined in Dy, (A @ A°P). This proves the lemma. [

Remark 5.2. Let f : R — S be a morphism of commutative dg k-algebras. Then we
have a well-defined functor S @ — : Dgg r(A ® AP) — Dy, 5(A @ AP) since S ®p X €
P(S®A® AP) for any X € P(R® A® A°P).

5.1. Singular infinitesimal deformations. Let k£ be a field and A be a Noetherian
k-algebra such that the enveloping algebra A ® A°P is Noetherian. Let R be an aug-
mented commutative dg k-algebra such that dim; R < oco. Let n be the kernel of the
augmentation R — k with n? = 0. For example, R = R,,(:= kle,,]/€2).

Define a singular infinitesimal deformation of A as the pair (L, ), where L is an object
in Dy ,(A® A°P) such that the canonical projection n @ L — nlL is an isomorphism in
Dg (AR AP); and u : k®p L — A is an isomorphism in Dy, 1 (A® AP). We also define F
as the category whose objects are the singular infinitesimal deformations (L, u) of A and
morphisms from (L, ) to (L', ') are given by morphisms v : L — L’ of Dy, p(A @ A°P)
such that u' o (Idy ®gv) = uw in Dy, (A ® A°P). That is, the following diagram

kopL —= A

MNM% //4/
u

k®p L

commutes in Dy, (A @ A°P). We denote by sgDefo(A, R — k) the set of isomorphism
classes of objects of F and denote by sgDefo’(A, R — k) the set of isomorphism classes of
weak singular deformations of A, i.e. objects L in Dy, p(A® A°P) such that n®p L =
and k ®p L = A in Dy, (A Q@ AP).

Let (L,u) be an object of F. Since L is a dg R ® A ® A°®-module, we have the
exact sequence 0 — nl. - L — k ®r L — 0 of dg A ® A°°-modules, which splits as a
sequence of dg k-modules (since k is a field). Thus, it gives rise to a distinguished triangle
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nl — L — k®grL — YnL in D(A® A°P). Since n®p L = nL in Dy, 1 (A® A°P), we have

the distinguished triangle n ® g L —= L ——=k ®p L < %n ®@r L in Dy p(A® AP).
From n? = 0, it follows that n®z L 2 n® (k®gr L) as dg modules. We define a morphism
e(L,u): A= Y¥n® A of Dy (A ® A°P) by the following diagram

k@pL —>Yn®p L —>Sn® (k®p L)

%\Lu %\LZn@u
A ) Sn® A

We claim that the morphism ¢(L, u) only depends on the isomorphism class of (L, u) in the
category F. Indeed, let (L', u") € F be such that there exists an isomorphism v : (L, u) —
(L', u) in F. To simplify the notational burden, we denote by k®v the morphism Id; ®uv,
etc. Then we have the following commutative diagram in Dy, (A @ AP).

k@prL —>Sn®p L ——>Sn® (k®p L)

le@’RU En@vaN Zn®(k®Rv)lE
w2 k@Rl —Snepl —=Sn® (k®p L) Snou
Nlu’ Zn®u’l%
e(L/ )
A T Yn®A

We claim that the morphism k®pv : k®gL — k®pgL' is an isomorphism in Dy, (AR AP).
Indeed, it suffices to prove that Cone(k @z v) = 0 in Dy, (A ® A°). Since v : L — L'
is an isomorphism in Dg, (A ® A°P), we have that Cone(v) is in P(R ® A ® A°P).
Thus, Cone(k ®p v) = k ®@p Cone(v) € P(A ® A°). This proves the claim. The
above commutative diagram implies that e(L,u) = ¢(L’,u’). Therefore we obtain a map
® : sgDefo(A, R — k) — Homyp__, (Agaor) (A, Xn ® A) which sends (L, u) to (L, u).

We will construct the map ¥ : Homyp_ , (agacr) (4, Be, @ A) — sgDefo(A, R, — k)
in the case of R = R, for m € Z as follows. Let f: A — X¢,, ® A be a morphism in
Deg k(AR AP). Take a representative f/ € HH™ (A, QP (A)). It follows from Proposition
A that the dg R, ® A® A°P-module C(f’) lies in Dy, (R ® A® A°P). We claim that
the canonical morphism €,, ®g, C(f') = €,C(f’) is an isomorphism in Dy, ,(A @ AP).
Indeed, since €2, = 0, we have that

€m Qr,, C(f') 2 € ® (k @p,, C(f') = em ® Bar,(4),

where the second isomorphism comes from the fact that k ®pg, M = M/e,, M for any dg
R,,-module M. Then the canonical morphism €, ®@g,, C(f') — €,C(f’) is given by the
following commutative diagram in Dy, (A ® AP):

€m O, C([) emC(f")

lg lg

€m @ Bar,(A) —;> em @ 8 (A),

where p is induced by the natural projection d, : Bar,(A) — QF (A) which is an isomor-
phism in Dy, (A @ A°). Hence the canonical morphism €, ®g, C(f') = €,C(f’) is an
isomorphism in Dy, (A ® A°P). This proves the claim. Consider the canonical morphism
of complexes of A-A-bimodules v’ : k ®p, C(f') = Bar,(A) %y A. Clearly, it is an
isomorphism in Dy, (A ® A°). By definition, we obtain that (C(f'),u’) € F.
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Let us define U(f) = (C(f'), ). The following claim ensures that W(f) is well-defined.
Claim 5.3. U(f) is independent of the choice of the representatives of f € HH:;“(A, A).

Proof. Indeed, let f" € C™ (A, Q4 (A)) be another representative of f. Without loss of
the generality, we may assume ¢ > p. Since both f’ and f” represent the same element f,
we have QL P(f) = f” in HH™"'(A, Q% (A)), where the map Q&7 : HH*(A, Q2 (A)) —
HH"(A, Q4 (A)) is defined in Section Equivalently, there exists h € C™(A, Qg (A))
such that QLP(f') — f” = d(h). Now we prove that

(C(f"),u) = (C(f"),u") in sgDefo(A, R,, — k).
For this, let us define a morphism p : C(f") = C(f") of Dy r,, (A ® AP) as follows

(1) C(f) ’ (/")

i !
L CWH(QLI(f1))) —— CWE(f” + 8(h [ Id)c IE(f"
— C0(Qgz"(f)) (@ (f"+6(n)) —=—=C@*("))-
Let us explain the above morphisms: The morphism 7, : C(V*(f")) — C(f’) defined
in Lemma is an isomorphism in DY(R,, ® A ® A°), thus it is an isomorphism in
Deg k(A @ A°P); The morphism ¢ is induced by the natural projection Bars,(A) —

Bars,(A); The morphism (_;ii(h) 121) is an isomorphism with inverse ( ﬁLI((ih) 1%), where

V¥ (h) is defined in Remark[B.2l Let us prove that ¢ is an isomorphism in Dy, g, (A® AP).
For this, it suffices to prove that Cone(¢) € P(R,, ® A® A°P), namely both Cone(¢) and
k@ g Cone(¢) are quasi-isomorphic to bounded complexes of projective A® A°P-modules.
Since ¢ is surjective, there is a short exact sequence of dg R, ® A ® A°°-modules

0= Byg 1 — CO"(f) L C"(QLIP(f)) — 0,
where B, ,_; is the truncated complex

dq— dq— dp
g-1: 0——Bar, ;(4) = Bar, (A) R AL Bar,(A) — 0.

B

P

This induces a distinguished triangle in D(A @ A°P)
Byg1 = COH(f) 5 COHQLT(/) = BBy

It follows that C'one(¢) = X B, 1 in D(A ® A°P) and thus Cone(¢) is quasi-isomorphic
to a bounded complex of projective A ® A°°-modules. Since

k @r Cone(¢) = Cone(d)/€em—p-1Cone(¢p) = Cone(Id : Bar,(A) — Bar.(A)),

we get that k®@rCone(¢) = 0in D(A® AP). This prove that Cone(¢) € P(R,, @ AR A°P).
Thus the morphism p : C(f') — C(f") is an isomorphism of Dy, g, (A ® A°P).

Applying the tensor functor k ®g, — to the above diagram (), we have the following
commutative diagram in Dy, (A @ AP)

Id®p

k@, C(f) —%k @g, C(f")

\LUI
U”

A

since v’ is the following composition of maps

u' : k®pg, C(f') — Bar.(A) 2 A



24 ZHENGFANG WANG

This yields (C(f’),u") = (C(f"),u”) in sgDefo(A, R,,, — k). Therefore, ¥(f) is indepen-
dent of the choice of the representative of f. This proves the claim. ([

As a consequence, we get a map ¥ : Homyp_, (agacr) (A4, e, @ A) — sgDefo(A, Ry, — k).
Proposition 5.4. The map ¥ : Homyp, (agacr)(A, ey @ A) — sgDefo(A, R, — k) is
injective for any m € Z.

Proof. 1t is sufficient to prove that ®¥ = Id. For this, let f/ € HH™ (A, Q% (A)) be
a representative of f € HHm“(A A). Then we have ®U(f) = &(C(f'),v') = f'. This

proves the proposition. U

Note that the group Autyp_, (aga0r)(A) of automorphisms of A in Dy, (A ® AP) acts on
Hompsg(A@,Aop) (A, Eem (059 A) via

s-fi=(Cen®s ) fs
for s € Autp,, (agaor)(A) and f € Homy,, (aga00) (A, X, @A). The group Autp, (aga0r)(A)
acts on sgDefo(A, R, — k) via

s+ (L,u) = (L, su).
Clearly, the forgetful map induces a bijection
sgDefo(A, R, = k)/ Auto,,(agacr)(A) = sgDefo’ (A, R, — k).

Recall that sgDefo’(A, R,, — k) is the set of isomorphism classes of weak singular defor-
mations (cf. the second paragraph of Section [5.]). The map ¥ induces an injection

(8) v Hompsg(A@,Aop)(A, Y, ® A)/Autgsg(A®Aop)(A) — sgDefo/(A, R, — k)

Lemma 5.5. For any m € Z, Autp_, (agaer)(A) acts trivially on Homp_, (aga0r) (A, Xer @
A). As a consequence, the following natural map is bijective.

Hom‘Dsg(A@,Aop)(A, EEm X A) — Homgsg(A@)Aop)(A, Eém (29 A)/ AutDSg(A®Aop)<A).

Proof. For s € Autp_(agaer)(A) and f € Homyp (aga00)(A, Xy @ A), we need to show
that (Xe,, ® s71)fs = f. Since the Yoneda product in Dg,(A @ A°P) corresponds to the
cup product in HHZ, (A, A), we have

(S @s HNfs=s1UfUs=fUs'Us=f,

where the second identity comes from the fact that the cup product is graded com-
mutative. This shows that the action of Autp_(agaer)(A) is trivial. Hence the map
Hompsg(A@)Aop)(A, EmA) — Hompsg(A@)Aop)(A, EmA)/ Autpsg(A@)Aop)(A) is bijective. O

Remark 5.6. By Proposition 5.4 and Lemma [5.5], we obtain a natural embedding ¥’ :
Homop,, (aga0r) (A, Bep, @ A) < sgDefo’ (A, R,, — k) for any m € Z. We set

Galen) =Im (¥ : Homp,, (agaor) (A, Sen, @ A) < sgDefo’ (A, Ry, — k) .

Lemma 5.7. The isomorphism V' : Homp,_, (aga00) (A, Xem @ A) = Gulen) is a monoid
isomorphism, where the monoid structure on Homyp_ (g aor) (A Ye, ® A) is the additive

structure; and the monoid structure on G a(€,,) is given by ®R DA

Proof. Let f,g € Homp_(agacr)(A, Xen, @ A), which are represented by two elements
fi, 91 € HH™ (A, Qp . (A)) respectively. From Proposition L3 it follows that

V(f) @ple, V(g) =2 C(fi) @pie, Clg) = CQL(fi+ g1)).

Since C(QZ(fi +g1)) = C(fi + g1) = V'(f + g) in sgDefo’(A, R, — k) (cf. Claim B.3),
we get that U’ is a monoid morphism. This proves the lemma.
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5.2. The generalized Lie algebra of a group-valued functor. Let k£ be a field.
Let A be a Noetherian k-algebra such that the enveloping algebra A ® A°P is Noetherian.
Denote by cdg, the category of finite-dimensional augmented commutative dg k-algebras
and by grp the category of groups. We define the functor sgDPic, : cdg;, — grp sending
R € cdg;, to the R-relative singular derived Picard group

sgDPicy(R) :={L € Dy (A ® A°P) | there exists L' € Dy, p(A ® A°P) such that

Lyl 2Dyl L2 R Ain Dy p(A® AP)}/ ~.

where ~ means isomorphisms in Dg, (A ® A°?). A morphism f : R — S in cdg,
induces the group homomorphism sgDPic,(f) : sgDPic,(R) — sgDPicy(S) sending L €
sgDPic4(R) to S ®g L € sgDPic,(S) (cf. Remark [B2]). Then the generalized Lie algebra
LiesgDPic’ associated to the group-valued functor sgDPic, is given by (m € Z)

LiesgDPicy :=Ker(sgDPic4(R,,) — sgDPic,(k))
={L € sgDPic,(R») | k®p,, L= Ain Dy, (A ® AP)}.

Remark 5.8. Recall from Remark (.6 that we denote
Gal€n) =Im (V' : Homop,, (aga0r) (A, e, @ A) = sgDefo’ (A, R, — k) .
By Proposition 5.4l we have G 4(e,,) < LiesgDPicy for any m € Z since
C(f) ®knza C(=1) 2 C(=f) @ 5a C(f) = R ® A
in Dy g, (A® AP) and k @p,, C(f) = A in Dy, (A @ AP).

It follows from Lemma 5.7 that ¥’ is a monoid isomorphism. Hence G 4(e,,) has a k-
vector space structure inherited from that of Homyp_ (4e a0r) (A, Xe, @ A). We will define
a Lie bracket on G4 := €,,., Ga(en) as follows. Let L; and L, represent elements of
Ga(em) and Ga(e,), respectively. Let U; be the image of L; in Dy, g(A ® A°P) where
R =R, ®R, (i =1,2). Note that U; are invertible objects of the monoidal category
Dig,r(A ® A°P) (cf. Lemma [5.7), namely U; € sgDPic,(R). Let V' be the commutator of
Uy with Us, namely V = U;U,U; U, € sgDPic,(R). Then Proposition 5.9 below shows
that V' lies in G 4(€m1rn) under the morphism sgDPic (R, 1) — sgDPic,4(R) induced by
the natural embedding R,,y, < R. Let us define [Ly, L] :=V € Ga(€min)-
Proposition 5.9. Let f € HHI "' (A, A) and g € HHL' (A, A). Then the commutator

S8

[W'(F), W' (9)] = W'(f) @z raea, V'(9) @ B rasa V(—F) @ Eruga V(—9) equals to
U([f,g]) in Ga(en ® €,), where we write
U(f): =R, W' (f), V(g):= R, Y (g),

—

V([f. 9]) =(Bm ® Rn) @, Y'([f, 9])-
Here [f, g] is the Lie bracket in HHZ, (A, A) (cf. Section[32).

Proof. Note that U'(f) = C(f). Then from Lemma [B.7], it follows that to verify the

——

identity [U'(f),¥'(g)] = ¥/([f,g]) in sgDefo'(A, R, — k) is equivalent to verify the
following isomorphism in D, g,.er, (A ® AP)

— —

9) U(f) @ W(g) = W([f, g]) @ gl W(g) @ me e w(f).
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By Lemma B.8] the left hand side of (@) is isomorphic to C®(f, g). The right hand side is

RHS = (R ® Ry) @R, OF,9)) @5 515 (9, )
= ((Rm ® Ry) @, C(If,9])) ®aer,er, C(g, )
= C([f.9)) @rprnea C (g, f),
where the first isomorphism follows from Lemma and the second one is because of the

fact that ((R,, ® R,) ®g,,... C([f.9])) is (Rm ® R, )-relatively closed. Now let us compute
C(f,9]) ®r,\nea CL(g, f) which is illustrated as follows

[f.g]

TN

(B* D €Em+n & Qg;q(A)) ®Rm+n®A
R (f)
9" (g)

B* @ €n ® BZq @ €Em ® BZP @ Em-i—n ® Qg;q(A)a

QLpta(g)

where, for simplicity, we write Bar,(A) as B,. As graded modules, we have

=B, @4 (B, ® X" Boy © X" Bsy) & SO A) @4 O579(A)
=B, ©4 B ® B, ©4 "Bz, ® B, ® 5" Bz, © TOL(A) @4 U9(A),

where in the first identity we use the following two isomorphisms

(k ® Bl’) ORpmin®A M= B; ®a (M/eernM)

(Bpiq ® S (A)) ®R,,pn0a M = (Bprg ®a4 M)/ (ST (A) @4 €min M)

for any dg R,,., ® A-module M. The proofs of the above two isomorphisms are similar
to the ones of the isomorphisms in (). From the construction of the tensor product of
dg modules, we obtain the differential illustrated as follows

Id ® 497 (f)

Id®49%(g)
B.®21B. © B.®1YX"B>y © B.®aY"By, © @ Y"TORH®, Q0

dp+q®AQsLy’p+q (f)

®adptqtdptq®alfe
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Using the quasi-isomorphism A = qu Bspiq = B>, ®4 B>, and the isomorphism
H = Hptqp+q Qé’;r%A) ®a QE;%A) = QQ(erq (A), the above dg R,, ® R, ® A ® A°-
module is R,, ® R,-relatively quasi-isomorphic to the following one (denoted by Cs(f, g))

7 (f)

97(g)
B. @ en @ B>y @ em ® Bs, @ Emin @ QAPTD(A)

where we take

(1) § = ldyeg @4 QLPT1(g)) A

(i) T = 1dyyg @4 Q74 ())A;
(iii) H = p([f, 9] ®a dprg+ dpyq ®a (feg)A.
From Remark 2.4] we have

H = QLPH([f, g]) + QEPT(f e g).

We claim that Cy(f,g) is isomorphic to the following dg R, ® R, ® A ® A°®-module
(denoted by C3(f, 9))
R (f)

)
B, 5% €n ® B4 D €m @ B>p S5 Emtn & QZ(IH_CI (A).

R,2
st, p+q (g)

Indeed, since both g and Q*7+9(g) represent the cocycle Q22%9(g), there is a coboundary
g1 Bargopig 1 — Q2w (A) such that gidyiop1q = QL*7(g) — g. Note that

g —QEP(g) = p(dprq ®a (QPH(g) — QEPH(g)))A,

it follows from Remark 2.4] that we may choose g1 = —pu(dyq ®a hIf f;( ))A . Similarly,
we take

fi=—mldpsq ®a h;ﬁl(f))A : Bary24p-1(4) = sz(erq)(A)-

Then we have fidp 2q4p = QEPTI(f) — f. Since [f,g] is a cocycle, there is a homotopy

h = hL R([f’ g]) . Barm+n+p+q72(14) N Q:}(]p-f—q) (A)

p+q

such that hdpnipre—1 = QUPT([f, g]) — QEPTU([f, g]). Let us construct a morphism of
graded A ® A°P-modules

Id 0 0 0
_ [ o01oo0
P=1o001do

h f1 g1 1d

) . Cy(f.g) = Ci(f.9).
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The following identity holds
d 000 0

d 0 0
000 % (g) 400 97 (g) d 0 0
0 01Id o 9E(fyodo | — 9R(f) 0 d 0
o d H fgo QP (gof) QEFF2I(p) Qf#T(g) 0

since we have
F10™(9) + 910" (f) =pu(dprq @a By (F)IH()A + ldyrg @ hyly(9)9™ () A
:N(dp—l—q Ral(gof—gef)A
=QfPt(go f—gef),

where the first identity is due to the definition of A; the second identity is because of
Lemma B4t and the third identity follows from Remark 224l This implies that p is a
morphism of dg R,, ® R, ® A ® A°®-modules. It is clear that p is bijective with inverse

Id 0 0 0

p = ( 8h Ioj 2 I%) . This proves the claim. In conclusion, the right hand side of ({0
—h —f1 —q1

is isomorphic to Cy(f, ) in D r,.or, (A R AP).

In order to prove (@), now it remains to prove that C4(f, g) is isomorphic to C%(f, g) in
Deg. Rpoi, (A®A). From LemmaB8 and Claim[5.3] it follows that CT(f, g) as an object
of Dy r, ok, (A® A°P) does not depend on the choice of the representatives of f and ¢ in
HHZ, (A, A). Thus C*(f, g) is isomorphic to CH(QE(f), QP (g)) in Dy ek, (AR AP).
It suffices to show that Cj(f, g) is isomorphic to C*(QE4(f), QfP(g)). For this, since

Q" (g 0 f) = Qg (9) 0 QFU(f), Q7 (g) = QTGP (9))

Soogy
Sl
Foo
oo

SN—

in C*(A, ng) JrQ)(A)), we have a short exact sequence
0— Bq7p+q—1 b Bp7p+q—1 - Cé(fa g) = CR(ng(f)a Qg’p(g)) — 0,
where 7 is the natural projection; and B, , denotes

q dq7 dp
0 — Bar,(A) e Bar,_1(A) R AL Bar,(A) — 0.

Notice that k ®g,,zr, C5(f,g9) = Bar,(A) = k ®g,er, CHQE(f), Q%P (g)), we obtain
that

k ®r,,or, Cone(m) = Cone(k ®g,,or, ) =0
in D(A® A°P) and thus Cone(r) € P(R,, ® R, ® A® A°P). So we obtain that C(f, g) is
isomorphic to CH(QE(f), QP (g)) in Dyg r,,0r, (A® AP). This proves the isomorphism
@). The proof is complete. O

Corollary 5.10. Let k be a field. Let A be a Noetherian k-algebra such that the enveloping
algebra A® AP is Noetherian. Then the isomorphisms W, : Homp,, (agaor) (A, AQXen,) —
G al€m) induce an isomorphism of graded Lie algebras between HH;‘gl(A, A) and G 4.

Proof. This is a direct consequence of Proposition O

Remark 5.11. We do not know whether the generalized Lie algebra LiesgDPic} is a
graded Lie algebra since if two elements L; and L, in LiesgDPic’ do not lie in the
subspace G4, then it is not clear whether their commutator lies in LiesgDPic’,. But
however, it follows from Corollary that the graded subspace G4 C LiesgDPic’
is indeed a graded Lie algebra. Keller in [Kel99] proved the identity [¥'(f),¥'(g)] =
U ([f,g]) for any f,g € HH***(A, A) in a quite different way, where he used the intrinsic
interpretation of the Gerstenhaber bracket by Stasheff [Stal.
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6. THE INVARIANCE UNDER SINGULAR EQUIVALENCE OF MORITA TYPE WITH LEVEL

Let k be a field. Let A and B be two Noetherian k-algebras such that the enveloping
algebras A® A°? and B B°? are Noetherian. Let 4Mp and g N4 be an A- B-bimodule and
a B-A-bimodule, respectively. Recall from [Wanl5b| that (4Mp,p N4) defines a singular
equivalence of Morita type with level | € Z> if the following conditions are satisfied:

(1) M is finitely generated projective as a left A-module and as a right B-module,

(2) N is finitely generated projective as a left B-module and as a right A-module,

(3) there exist isomorphisms M ®@p N = QL (A) in (A ® A°®)-mod, and N @4 M =
QL (B) in (B® B)-mod, where A® A°’-mod denotes the stable module category
of A-A-bimodules.

Remark 6.1. Note that the tensor product M ®p — : Dy(B) — Dy, (A) is an equiva-
lence of triangulated categories with the quasi-inverse /(N ®4 —) : Dee(A) = Dey(B).
Similarly, we have the following equivalence of triangulated categories

YHM @ —®p N) : Dey(B @ BP) — D, (A ® AP).
Let us now prove the main result of this paper.

Theorem 6.2. Let A and B be two Noetherian algebras over a field k such that the
enveloping algebras AQ AP and BRQBP are Noetherian. Suppose that (4Mp,p Na) defines
a singular equivalence of Morita type with level | € Zsqy. Then the functor X' (M ®@p — ®p
N) induces an isomorphism of Gerstenhaber algebras between Tate-Hochschild cohomology

rings HH, (A, A) and HHL (B, B).

Proof. First from the facts that the functor ¥/(M ®p — ®p N) induces an equivalence
between Dgy(B ® B°P) and Dy (A @ A°P) and that the cup product U in HH (A, A)
coincides with the Yoneda product in Dge(A® AP), it follows that (M ®@p—®5 N) yields
an isomorphism of graded-commutative algebras between HH*(B, B) and HH*(A, A). It
remains to prove that (M ®p — ®p N) induces an isomorphism of graded Lie algebras.
For this, ¥'(M ®p — ®p N) induces an isomorphism between sgDPicy and sgDPic 4 and
thus induces an isomorphism between LiesgDPicy and LiesgDPic, . In particular, this
restricts to an isomorphism of graded Lie algebras Zl(M ®p—®pN): Gg — G4, where
we denote G4 := @D, ., Ga(en). Consider the following commutative diagram

S MRp-®5N)

~

Gp a G

S

x+1 Z(M@p-®5N) x+1
HH:}'(B, B) o HH:F (4, A).

Since it follows from Corollary B.I0 that the vertical morphisms are isomorphisms of
graded Lie algebras, the bottom horizontal map induces an isomorphism of Gerstenhaber
algebras between HHY, (B, B) and HHZ, (A, A). This proves the theorem. O

Corollary 6.3. Let A and B be two Noetherian k-algebras such that the enveloping
algebras A ® A° and B ® B°P are Noetherian. Assume that the derived categories D(A)
and D(B) are equivalent as triangulated categories. Then there exists an isomorphism of
Gerstenhaber algebras between HHZ, (A, A) and HHZ, (B, B).

Proof. This comes from Theorem and the fact that two derived equivalent algebras
induce a singular equivalence of Morita type with some level [ € Zsq (cf. [Wan15b]). O
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