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Abstract: We present a novel formulation of closed-loop adaptive optics (AO) control as a
multi-agent reinforcement learning (MARL) problem in which the controller is able to learn a
non-linear policy and does not need a priori information on the dynamics of the atmosphere. We
identify the different challenges of applying a reinforcement learning (RL) method to AO and,
to solve them, propose the combination of model-free MARL for control with an autoencoder
neural network to mitigate the effect of noise. Moreover, we extend current existing methods of
error budget analysis to include a RL controller. The experimental results for an 8m telescope
equipped with a 40x40 Shack-Hartmann system show a significant increase in performance over
the integrator baseline and comparable performance to a model-based predictive approach, a
linear quadratic Gaussian controller with perfect knowledge of atmospheric conditions. Finally,
the error budget analysis provides evidence that the RL controller is partially compensating for
bandwidth error and is helping to mitigate the propagation of aliasing.

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Closed-loop Adaptive Optics (AO) systems are a fundamental component of large telescopes to
correct dynamically evolving wavefront aberrations introduced by the atmosphere in real-time.
AO systems are generally composed of one or several wavefront sensor(s) (WFS), based on
e.g. the Shack-Hartmann concept (SH-WES), a real-time controller (RTC), and one or several
deformable mirror(s) (DM). At each iteration of the AO loop, the wavefront shape is captured by
the WES and reconstructed by the RTC to issue commands to the DM’s actuators in order to
compensate for the incoming perturbations.

The RTC is the key element in the loop that computes the appropriate commands to the DM.
The classical AO controller relies on a linear relationship between measurements from the WFS
and DM commands and an integrator for which a gain factor is used to mitigate errors introduced
by e.g. intrinsic loop delay and temporal sampling. More advanced approaches have been
developed under the form of model-based predictive controllers which predict future wavefront
distortions and issue the appropriate commands to solve them. This is the case of linear quadratic
Gaussian (LQG) controllers, first introduced in [1], which involve a linear dynamics model to
describe the evolution of the system, a quadratic loss function to be optimised and Kalman filters
to process noisy inputs. The required dynamics model is typically built via different a priori
assumptions on the atmosphere (e.g. frozen flow) and its coefficients are usually obtained offline,
through identification methods based on Machine Learning (ML) techniques to process AO
telemetry data [2,3]. The work from several authors has improved upon [1], some examples
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being its extension to Multi-Conjugate Adaptive Optics [4,5], its detailed analysis from a control
theory point of view [6] and its possible real-time implementation with distributed Kalman filters
[7]. Overall, LQG is a linear control approach that depends on properly capturing the atmosphere
dynamics. As a result, incorrect a priori assumptions as well as non-linear effects present in the
system impact its performance.

An alternative, explored by a number of authors, is to build the solution purely from data and
without prior information. For instance, [8] presents a predictive method that uses Empirical
Orthogonal Functions to predict future wavefronts as a linear combination from previous
wavefronts estimates and issue the necessary commands to correct for them. Non-linear data-
driven ML methods with deep neural networks have also been proposed for AO. Those neural
network methods have been used either as predictive tools or as non-linear reconstructors of
wavefronts. In their early work, [9] used a single hidden layer perceptron to predict future WFS
measurements from previous ones and [10] used a multi-layer perceptron in a human vision
setting to reconstruct the wavefront phase from the WFS measurements as a combination of
Zernike polynomials.

Recently, more advanced neural network architectures have been used, such as convolutional
neural networks (CNN) or recurrent neural networks (RNN), which exploit spatial and temporal
patterns, respectively, for either reconstruction or prediction [11-14]. However, most of these
neural network studies showed the quality of prediction/reconstruction but did not extend the
method to real-time control in a closed-loop setting except for [13,14]. The work of [13] presented
a CNN used to reconstruct the wavefront phase from pyramid WFS images [15] and showed an
increase in closed-loop performance compared to a traditional controller when the non-linearities
were substantial. [14] presented a Supervised Learning method using either RNN or CNN to
predict future wavefront slopes that were then used to obtain the desired commands. Their novel
idea was to combine the predictive model with a Generative Adversarial Network, which provided
means to compute a regularising auxiliary loss. This regularisation allowed both architectures to
work in closed-loop as opposed to similar previous work.

Despite their successes, the neural network approaches mentioned above are Supervised ML
methods that require datasets with pairs (input, correct output) and are trained offline. This
correct output can only be obtained in a controlled setting, for instance in a simulation, and the
result may be biased towards wrong assumptions that such a controlled setting makes.

In this work, we focus on newly developed ML techniques to develop an AO controller that
does not require neither a previously obtained dataset nor prior assumptions and can be trained
online. Specifically, we use Reinforcement Learning (RL) methods, which involve learning a
controller via trial and error that maximises a reward signal. Deep RL, the combination of RL
with deep neural networks which provide the non-linearity, has already been used successfully in
various real-world control applications such as end-to-end learning for robotic tasks [16], resource
management in systems and networking [17] and drug design [18]. Our proposed Deep RL
solution is a Multi-Agent model-free RL method, a configuration with multiple independent agents
which allows the solution to be scaled to any telescope diameter, only limited by computational
power, and without the use of any explicit model of the atmospheric dynamics.

Moreover, our proposed AO controller implements another deep neural network, an autoencoder,
trained offline via Supervised Learning to mitigate the effect of noise in the WFS data, an approach
we previously described in [19], so that the RL agents can focus on reducing other types of errors.
Autoencoders [20] are neural networks that compress an input (e.g. an image) into a smaller size
latent representation and reconstruct this representation to its original size . A possible use-case
for autoencoders is denoising which has been shown in applications such as denoising speech
signals [21] or medical images [22].

The use of RL to enhance the performance of AO has been already studied. The work of
[23,24] used RL controllers but was limited to WFS-less systems. More recently, in parallel
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to our research, two studies have emerged. [25] proposes an AO controller with a single agent
model-based RL for a classical AO setting, a 23x23 SH-WFS installed on an 8m telescope. The
model-based RL method reported in [25] is known for being able to learn faster than model-free
approaches, however, model-free methods usually achieve better final performance [26] and
have a lower inference time (as reported in [27] Chapter 8.8) which is crucial in the AO setting.
Moreover, without our proposed Multi-Agent configuration, it is not clear that their approach
could scale to a larger number of subapertures due to the so-called curse of dimensionality where
the number of possible outputs grow exponentially with the number of features in the state
increasing the complexity of the problem. [28] presents a model-free RL method for high-contrast
imaging. Their model outperforms an integrator controller for closed-loop control both in a
system with just a tip-tilt mirror or in an 8m telescope equipped with a 41x41 high-order DM. The
differences between our works are the following: (1) we overview the challenges a RL controller
must overcome in AO, (2) their work operates on a zonal actuator basis. To avoid the curse
of dimensionality, they use CNN to leverage spatial patterns and a matrix of rewards, one per
actuator. Instead, we use Multi-Agent systems where each agent independently controls a subset
of global modes. (3) their choice of RL method is Deep Deterministic Policy Gradient (DDPG)
[29] while we use Soft Actor Critic (SAC) [30], which is known to outperform DDPG. The
main difference between both methods is that SAC maximises not only the cumulative reward
but the entropy of the learnt controller, which usually makes it less sensitive to hyperparameter
selection and more robust in general, (4) we provide a full error budget analysis and show that
our algorithm reduces temporal error and, to a lesser extent, the propagation of aliasing, (5) on
contrast to their work, we show that our proposed system is robust to noise and (6) we provide an
analysis of the inference times demonstrating a credible path towards a real-time implementation.

Overall, the contributions of this paper are the following: (1) proposal for Multi-Agent
model-free RL for AO control able to scale to a realistic extreme AO (XAO) setting, with 40x40
SH-WEFS, on a state-of-the-art 8m diameter telescope, (2) insight on the different key problems
that one must address to develop a successful RL Controller for AO, (3) analysis of the robustness
of the RL method under different atmospheric conditions and dynamically evolving conditions,
(4) analysis of the real-time capabilities of the RL approach, demonstrating its applicability
to existing AO systems, (5) robustness under high levels of noise due to the autoencoder and
(6) comparison against a state-of-the-art LQG method with perfect knowledge of atmospheric
conditions and evidence that our data-driven approach achieves similar performance.

The remaining parts of the paper are organised as follows: in Section 2 we recall the basics
of a typical closed-loop AO setting with a classical integrator controller and we present the
modal basis used for our work. In Section 3.1 we recall briefly the theoretical background
supporting RL and propose a straightforward implementation in AO. In Section 3.2 we explain
why this straightforward implementation fails and the challenges a RL approach must address
to be successful for this application. In Section 3.3 we detail the final implementation of our
approach. Finally, in sections 4 and 5., we provide the results obtained with realistic numerical
simulations, derive conclusions and discuss future work.

2. Background
2.1. Classical controller with an integrator

In classical AO, the baseline control approach is realised by combining a linear wavefront
reconstructor and an integrator law. At each iteration of the closed-loop, ¢, a measurement vector
my (note that vectors are denoted with bold letters across the article), is computed from the
SH-WFS e.g. via the pixel information from each subaperture and the computation of centroids
for each spot image. Then, a simple linear relation gives the so-called residual commands ¢; to
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be applied on the DM actuators to solve the wavefront reconstruction problem:
¢c;=R-my, (D

where R is usually referred to as the command matrix. There are many approaches to compute
R, the simplest one being the Least Square inverse of the so-called interaction matrix (i.e. the
response matrix of the wavefront sensor to each degree of freedom of the DM). The integration
of residual commands with previous commands applied on the DM, C,_|, using a weight, the
so-called gain g, mitigates the effects of this imperfect wavefront reconstruction and gives the
final expression for a command at timestep t, C;, for the integrator controller as seen in Eq. (2).

C,=C1-g-c, 2
where the gain g, has to be optimised to maximise the AO system performance.

2.2. B, modal basis

The concept of modal basis inherits from the work of [31], in which the use of Zernike polynomials
was introduced to decompose complex optical aberrations into a set of orthonormal (or quasi-
orthonormal) modes and the statistical properties of the temporal evolution of these modes for
aberrations induced by atmospheric turbulence were exposed.

In this work, we consider the modal basis described in [32], and called hereafter B;; basis.
The choice of this particular modal basis stems from the following properties: (1) it spans the
full DM actuator space, (2) all modes are orthogonal (whereas in the actuator space due to
coupling between actuators they are not), (3) piston and tip-tilt are filtered out, which allows
tip-tilt being only controlled by a specific tip-tilt mirror, and (4) the basis is normalised over the
pupil surface. The By basis derivation is recalled in Section 1 of Supplement 1. In this paper we
noted the representation of commands in the By, space as c (¢ for the residual commands), where
C =B, - C . The B, basis provides a space for the RL controller to operate on with the ability to
filter out some of these modes for which the SH-WFES has low to no sensitivity (e.g. the so-called
waffle modes). Additionally, an accurate error breakdown can be obtained in the same space.

3. Adaptive optics control with reinforcement learning
3.1. Reinforcement learning and a direct implementation in adaptive optics

Reinforcement Learning [27] addresses the problem of agent-environment interaction. At each
timestep, f, the agent receives an observation state vector from the environment, s; = s, executes
an action vector, a, = a, and the environment changes resulting in a new observation state vector,
s:+1 =8’, and a reward, r;1| = r, a scalar that measures agent’s performance. The RL setting is
formalised as a Markov Decision Process (MDP) with the following elements: (1) a set of states,
S (s € S), (2) a set of actions A (a € A) (3) a reward function R(s,a,s”) and (4) a probability
transition function P(s’|s, a) between states upon taking an action.

The goal of RL is to learn, via trial and error, a function named policy, 7(s), that maps states to
actions and which maximises the cumulative sum of the reward, called return, J. The objective
of finding the optimal policy, 7*, can be expressed as finding the policy that maximises J in
expectation:
=T-1

Y1

; 3

" = arg max E, [J] = argmax E,
4 4 =0

where 7 is a discount factor that weighs future rewards and T is the timestep where the task ends.
There are two main families of RL methods: model-based RL, which use a function that
expresses the dynamics of the environment usually learned via interactions with the same
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environment, and model-free RL which do not. It is important to distinguish traditional model-
based predictive controllers, where the model is constructed by systems of equations and prior
assumptions, and model-based RL where the model is learned purely from data. In the following
sections, we will argument why the choice of model-free RL might be better suited for AO control.
The state-of-the-art model-free RL is Soft Actor Critic (SAC) [30] that augments the RL objective
with an entropy term which allows the method to become more robust to hyperparameter selection.
We have not contributed to the general theory of SAC, but for readers with no background in RL,
a description of this approach is included in Supplement 1 Section 2.

For any RL problem, the tuple (s,a, ) must be defined to correctly describe the environment.
A straightforward definition of those terms for a closed-loop AO system equipped with a SH-WFS
could be one that is similar to the integrator approach. For a timestep t, (1) the state, s;, corresponds
to the measurements computed from the WFS, s, = m;. (2) the action, a,, corresponds to the
commands to be applied to the DM actuators, a; = C;. (3) the reward, ., corresponds to a
function to drive the RL controller to minimise WES measurements r;.1 = —||m41 ||% where
|| - ||2 indicates the L2 norm. Note that, as RL maximises rewards, we have to include a minus
sign in the reward proposal.

Figure 1 shows a graphical description of an implementation of such system. However, this
definition does not take into account many of the challenges of applying RL to AO and, from
our experience, does not perform well outside of effortless configurations for the telescope and
atmospheric conditions. In the next sections, we provide a careful analysis of the different
challenges related to developing a RL controller for state-of-the-art AO systems and use it to
derive a pragmatic approach more relevant to this kind of settings.

Environment s

S = my
2
T = —|| mt+1”2

Fig. 1. Agent-environment interaction with a direct RL approach. The environment
corresponds to the atmosphere, the DM and the WFES while the agent corresponds to the
RTC.

3.2. Challenges of applying RL to AO

In this section, we provide an overview of the challenges of applying RL to practical applications,
as identified in [33], and analyse them from the AO perspective.

3.2.1. Real-time inference

Considering the typical coherence time of atmospheric turbulence on the best astronomical
sites, an AO controller is expected to have an end-to-end latency better than about 2 ms. In
AO controllers based on RL, the inference time corresponds to the time taken to compute the
corresponding action, a, and it may vary depending on the RL method used. For instance, the
model-based RL approach described in [25] starts by learning a model of the dynamics of the
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environment. Then, to compute an action, it samples candidate actions from a given distribution,
propagates them through the learned model and selects the one that leads to maximum cumulative
reward. Due to this repeated propagation and sampling, such approaches have a large inference
time (up to 120 ms on consumer hardware and for an AO system with 448 actuators as reported
on [25]) most certainly not compatible with the basic AO requirement mentioned above.

This is one of the main drivers to use model-free RL since such methods only need to do a
single forward pass over their policies to select an action. From the different model-free methods
we have elected SAC because of its robustness and performance.

3.2.2. Training time

In general, a RL agent needs to process a high number of tuples (s, a, r,s’) to learn a useful
control policy. During the learning process, the agent produces exploratory actions that can
lead to a low AO performance. In order to avoid wasting on-sky time, we need to minimise the
number of samples required for learning. To do so, we consider the residual policy learning
approach [34,35] which learns a correction on top of an existing controller that is not perfect. In
the context of the AO application, our RL method will learn a correction on top of the integrator
controller. On timestep t, the modification by the RL agent with an action, a,, on the integrator
law from Eq. (2) is:

Ci=Ci1-g-¢ +a. 4

3.2.3. High dimensional continuous state-action spaces

A recurrent problem of many ML methods is the curse of dimensionality [27] where the number
of possible combination of state-action, hence the problem complexity, grows exponentially with
the increase in the dimensions of the problem.

While high dimensional state spaces is a common occurrence in RL problems, high dimensional
action spaces is not, as most benchmarks have few integer or continuous actions. Nevertheless,
some studies have focused on high-dimensional action spaces such as in [36] where each action
dimension is treated with some degree of independence as if each action dimension was an
independent agent and worked with the others to achieve maximum reward in what is known as
Multi-Agent RL (MARL). Following this work, we propose to reformulate the state, action and
reward representation suggested above to match the AO setting with a MARL problem, after
providing a brief formal review of MARL.

MARL is an extension of RL with N agents interacting with the environment simultaneously.
In this work, we consider a special case of MARL: decentralised cooperative MARL (Dec-MDP)
[37] where each agent cooperates to maximise a global reward without a central entity that guides
all the agents. The work of [38] gives an analysis of the different components of a Dec-MDP and
serves as our starting point. The main initial difference with a MDP is that A expresses a set of
joint actions, a, with each agent, i, having its local action, a', (and the corresponding local policy,
') independent of other agents. A joint action can be expressed as a = (a',a?, ..., a").

Depending on the peculiarities of the problem addressed, a set of properties can be derived.
Given a timestep, t, a Dec-MDP is said to be factored if the states can be separated in N
components (one per agent) where each agent, i, has its local state, sf, independent of other agents
and the joint state, s,, is formed by concatenating local states s, = (s}, ... ,sf' ). A Dec-MDP
is said to be transition independent if the transition probability function of local state i, s,
only depends on previous value of local state i, sﬁ, and local action i, ai. A Dec-MDP is said
to be reward independent if the reward function can be factored in a set of N independent
components. Again, each agent will have its local reward, r;' e independent of other agents. If
the Dec-MDP is factored, transition independent and reward independent we end up with N
independent MDP problems.
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This will be the basis to turn the AO problem from a complex high-dimensional one into N
simpler lower-dimensional ones. If we use the residual commands in the By, space, ¢, instead
of the WFS measurement space, and since the modes are orthogonal, the state will already be
factored and transition independent. Moreover, we can choose a reward that is a function of the
residual commands r = f(¢) providing, thanks to modes orthogonality, the reward independence
we are looking for. Having a factored, transition independent and reward independent problem
will allow us to have the desired N independent MDP problems which will circumvent the curse
of dimensionality.

3.2.4. Delay and characterising the atmospheric conditions

The loop delay is another characteristics that should properly be taken into account, beyond the
direct approach proposed above. In an AO system, there is usually a delay for the corrections
to be observed on the target PSF, and to handle that, the agent needs to have some information
regarding the fact that commands computed at a given step will be realised by the DM in the future.
Besides, a single frame may not be enough to correctly characterise the atmospheric turbulence
dynamics with the RL controller. For instance, it is not possible to estimate the direction of
evolution of an equivalent phase screen with a single frame. Therefore, to correctly depict
the delay and the dynamics of the atmosphere the agent will include an history of commands
and/or measurements.

In addition to tackling the impact delay for the state representation, we can also leverage delay
information for the update. As explained in Supplement 1 Section 2, SAC uses the concept of
experience replay in which a memory of tuples (s, a, r,s’) is expanded as more experience is
obtained and is used to update the agent. If the delay in the system is known, the reward, r, and
next state, s’, can be obtained by waiting for a number of timesteps corresponding to this
delay.

3.2.5. Noise

Another challenge comes from read-out and photon noise. Since the proposed controller utilises
measurements and/or residual integrator commands which may be corrupted by noise or its
propagation, noise could become a severe impediment to proper training of the RL controller. In
order to mitigate this effect, we leverage the approach, already published in [19], of denoising
wavefront sensor images with deep neural networks.

An autoencoder is an architecture that compresses an input image into a latent representation
and decompress it to its original size. Figure 2 depicts the autoencoder architecture used for
denoising a WFS image. The autoencoder is trained via Supervised Learning with a dataset
consisting of pairs of images (noisy, noise-free).

Conv 3x3

Noise-corrected
WES image
ConvTr 3x3

Conv 3x3 ConvTr 4x4

Noisy WFS

(1, 16, 16)

(64,4, 4)

Fig. 2. Autoencoder for denoising WFS images. The tuple indicates the shape of the output
at each step.
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While, as opposed to the RL agents, the autoencoder will be trained offline by a Supervised
Learning procedure, the main motivation to use it comes from the fact that in [19] it was shown
that the denoising did not depend on the current atmospheric conditions but only on the noise
levels. For that reason, just by having a set of pre-trained networks and choosing the correct one
for the current noise level would solve the issue. By doing so, the RL controller can be fed with
noise-free data, as much as possible, and can thus be used to tackle all the other sources of error.

3.2.6. Dynamically evolving atmospheric conditions

Finally, while most simulations are conducted with a set of fixed atmospheric parameters, a more
realistic experiment would consider atmospheric parameters in constant evolution. In particular,
the Fried parameter, wind velocity, and wind direction may evolve and affect the controller during
the course of an observing run. Fortunately, as our RL controller learns online from telemetry
data, it can adapt to atmospheric changes without any further modification. To test the robustness
of adaptation, we have conducted a number of experiments emulating dynamically evolving
atmospheric conditions and will present the results later in the paper..

3.3. Final implementation of MARL for AO

Gathering the challenges and solutions we proposed in Section 3.2 the final implementation can
be described as follows:

* The problem is divided into N subproblems where for each subproblem there exist an
agent, 7, that controls a subset M of B;; modes.

* For timestep or frame ¢, the state for agent i, s;', consists of the current residual command in
the By, space for the modes controlled by this given agent, ¢;, and the history of commands
in the By, space for the same modes.

i Al Al

si=@,C_,Chy,....C). ®)

In addition, we propose a second approach for the state definition which differs slightly
from the one above. We found out that better AO performance can be achieved if, for a
given agent, the state is built not only from the modes it controls but using neighbouring
modes as well. We call this approach "windowed" MARL as it uses a window of size N,,
to "look" at neighbouring modes. In our experiments, after some fine tuning through trial
and error, we chose to use n = 3 and N,, = 20. These values have been obtained through a
rather empirical process, and probably require a more formal analysis to be connected to
system complexity and turbulence parameters.

* For timestep or frame ¢, a joint action a,, formed by the combination of all the agents
actions, aj, as a; = (all e ,aﬁv ), is injected into the closed-loop via a correction term (as
described in Eq. (4)) on the integrator controller in the By space:

C, =B (ét—l -8 ¢ +a). (6)

* Model-free state-of-the-art SAC is chosen as the RL method. In SAC, a policy parameterised
with a neural network is trained to obtain the parameters of a multivariate Gaussian
distribution N(u, o) that maximises the SAC objective (maximising cumulative reward
and policy entropy). During the exploration phase, actions are sampled from the Gaussian
distribution to find the state-action pairs that lead to the best cumulative reward. Once
trained, we evaluate the actions without any exploration at all, which will simply be the
mean of the Gaussian distribution.
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Moreover, in SAC each pair (s, @) has to be assigned to a pair (r, s”). Assuming a simulation
in which there is d-1 frame(s) of delay (where frame here means minimum integration
time on the WFS) from computing the commands to actually changing the shape of the
DM and d frame(s) of delay from computing the commands to observing its effect on the
WES image and PSF we need to wait d frames to assign (s’, r) to (s, @). At timestep ¢, for
state s; and action a;, the correct indices for the next state and reward will be s;.4 and r;44.
This is sketched in Fig. 3 for an example with 2 frames of delay.

Finally, SAC uses the concept of experience replay. At each iteration, a tuple (s, a, r,s”) is
saved into a memory, . Then, at update time, this memory is used to sample mini-batches
of experiences to update 7. In the MARL case, each agent, 7, has its own memory D! and
obtains data under the form of tuples (s', a’, s’*, r').

For timestep or frame ¢, the reward function for agent i, 7, reflects the goal of minimising
the residual commands in the By, space, ¢, for the modes controlled by this agent, M*, and

is built as:
K

i AmN2
rn=-——m ) @), )
|M| meM?
where « is a constant to improve numerical stability of the algorithm. The value of «
depends on the units of ¢, from empirical considerations and the units system in our
simulation tool, we have chosen to set it to 1000.

In addition to the main points above, we need to take into account preprocessing. Feature
scaling is a must in ML methods and for that reason, we record command and measurement
data from 20000 frames using the integrator on the same AO system and scale it with z-score
normalisation. Moreover, we set a range on the maximum correction the actions can bring which
will be at most +5% of the peak to valley of the integrator command values for those 20000
frames. Finally, we do an additional test to discard modes for which the WES has low sensitivity
(e.g. waftle modes). This is done empirically by maximising the Long Exposure (L.E.) Strehl
Ratio (SR) over 1000 frames while discarding a variable amount of modes.

2 frame delay
e

N
1 frame delay
DM affected by a¢
8t4+2
spar —»  Sg1 P Ter2 = f(Cry2)
PSF affected by a:
(s,a) > (3” r)

assignation

Fig. 3. Temporal notation for current state and action, and next state and reward for the
example of 2 frames of delay, 1 frame delay for the DM and an additional frame delay for
the WFS image and PSF computation. Each block indicates a step in the AO loop. At the
beginning of each step, a raytracing operation through the atmosphere and the AO system
is producing a phase screen for both the WFS and target PSF and the measurement and
command vectors are computed. At the end of each step the DM shape changes based on the
commands computed d-1 steps before. The WFS image (which the commands are computed
from) and PSF are computed from the results from the initial raytracing operation which
considers the DM shape in the previous step, therefore, both operations have an additional
frame of delay.
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In the Multi-Agent method explained above, training and inference (of action selection)
are performed simultaneously (as usually in RL) but in different computational processes.
This parallelism allows the proposed controller to work in real-time. A sketch of the agents-
environment interaction is shown in Fig. 4 and the pseudocode for the training process is provided
in Supplement 1 Section 3.

Environment

Atmos Target PSF

Fig. 4. Multi-Agent Reinforcement Learning for Adaptive Optics control. The environment,
as seen from the Multi-Agent RL controller, is composed of the atmosphere, the DM, the
WES and the autoencoder that denoises the WES image. The Multi-Agent RL will take the
state as an input, separate it in N components and produce an action for each component. All
these actions will be combined into a joint action and summed to the integrator controller
output.

3.4. Error budget

When designing an AO system, one usually derives an error budget, which encompasses all the
possible sources of errors and is expressed as a sum of independent residual phase variance
terms, providing a framework to estimate which errors can be addressed using the various
components of the AO system. Tools such as ROKET (erROr breaKdown Estimation Tool) [32],
built on top of a high-performance end-to-end GPU-based simulator, COMPASS (COMputing
Platform for Adaptive opticS System) [39], can provide an error breakdown for a given AO
system configuration. However, so far, this tool has been designed and implemented considering
an integrator controller with a single frame of delay. In this section, we will derive a ROKET
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extension that works for a non-linear correction on top of the integrator controller with d frame(s)
of delay.

We consider a system with a single SH-WFES that uses a natural guide star and where the
integrator controller is corrected by a generic RL method. Consider the residual wavefront phase
observed by the WES, @, which is the sum of turbulent, ®,,,;,, and DM, ®p,,, phases, expressed
as a sum of B;; modes:

Dy, = Z biBy, Dpy = Z viBy . (8)
7 7

Given the interaction matrix, D, d frame(s) of delay and the vector of By, coefficients for the
following contributors: the turbulent phase, b, the DM phase, v, propagated aliasing, /, as well
as noise, n, and other non-linear terms, u, the WFS measurement vector, m, for frame k can be
written as:

my, = Dby + Dvi_4 + I} + ny + uy, (9)

where v can be obtained from the linear integrator solution corrected (as in Eq. (4)) from the RL
actions vector, a:
Vi = Vi—1 — ngk + ay. (10)

The error vector at each frame, €, is the sum of turbulent and DM phases considering a delay
d:
€, = by +vi_y. (11)

If we expand Egs. (9), (10) and (11) we obtain:
€k = €4—1 — §RD€}_q + (b — b—1) — gR(x-a) — gR(Mk—a) — gR(Uk-q) + Ak—a. (12)

The difference, other than the delay-corrected terms, between this expression and the one in
[32] is the RL term (ax_q). From (12), we can isolate five different error breakdown contributors:

€ = Br+ P+ M+ 1y + & (13)

where f is the bandwidth error that appears as a result of the global loop delay, p is the aliasing
error which appears due to perturbations at frequencies higher than the Nyquist limit defined
by the WES spatial sampling, 5 is the noise error which is related to read-out noise from the
detector and from the photon statistics, g is the wavefront deviation error which is composed of
all other typical sources of error in an AO system, such as non-linearities in WFS measurements
due to diffraction errors on the SH-WFS, and ¢ is the RL term which represents the RL controller
contribution to the error budget. While the RL term is not an error strictly speaking, it can be
used to quantify how the RL controller modifies the error budget and interacts with other sources
of error. The expression of the contribution for each term is given by the Egs. (14) to (18).

Bi = Bi_1 — gRDPy_y + (b — by-1). (14)
Pi = Pr-1 — §RDPy_y — gRli—q. (15)
Ny = N1 — §RDNy_y — RA—g. (16)
Hi = M-y — 8RDpy_y — gRuj—g. 7

$i = &r1 — 8RDE g + A—q. (18)

To validate the extension of ROKET we we will reconstruct the PSF from the given terms
and compare with the one given by the simulator as the sum of all the instantaneous (or Short
Exposure, SE) PSF obtained at each iteration.
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4. Results

4.1. Simulation parameters

In this section, we enumerate the different parameters for the AO simulation and the hyperpa-
rameters for the MARL controller. We used a combination of COMPASS [39] for simulating
the AO system and ROKET [32] for error analysis. Table 1 shows the parameters for the system
architecture, the atmosphere and the target.

Table 1. Constant AO parameters among the different simulations.

Telescope parameters Atmospheric parameters
Diameter (m) 8 Num. layers 3

AO loop parameters Altitude per layer (km)  0/4.5/14
Loop frequency (Hz) 500 ro (m) 0.16 @ 500 nm
Frames of delay 2 ro distribution 0.6/0.25/0.15

Target parameters Ly (m) 10°
Aarger (um) 1.65 WES parameters
DM parameters Num. subapertures 40x40

Mirrors PZT and TT | Pixels per subaperture 16
Coupling (PZT) 0.2 Pixel size 0.25
Num. Corrected B; modes 1262 Ayfs (m) 0.5
Num. Total B;; modes 1283 Read-out noise 0 or 3 e- RMS

Our experiments are targeting XAO systems on 8m telescopes equipped with a 40x40 SH-WFS.
The SH-WEFS uses a simple Center of Gravity (CoG) algorithm for the WFS measurements. The
gain for the integrator controller, as well as the number of low sensitivity modes to discard, have
been optimised manually before every experiment. For simplicity purposes, noise will only be
active if we use the autoencoder to test the robustness of our system against this source of errors.

The atmospheric turbulence is composed of 3 equivalent layers in our simulation which
provides a good trade-off between complexity and ease of use. As we want to test robustness
under different atmospheric conditions we have proposed several configurations both for wind
speed and direction of each of the layers. The different values can be found in Table 2.

Table 2. Different configurations of wind speed (v) and wind direction for

each layer.
Dir. 1 (°) | Dir. 2(°) | Dir. 3(°) | vy (m/s) | va (m/s) | v3 (m/s)
Layer 1 0 0 0 20 15 10
Layer 2 0 15 45 15 10 5
Layer 3 0 30 90 25 20 15

Finally, RL experiments are usually defined in episodes of a certain length between which the
simulation resets. We have decided to do the training experiments with episodes of 1000 frames.
Every 50 episodes, an evaluation episode is conducted where we switch off the exploration of the
RL agents, and the performance of RL and integrator controllers compared.

Regarding MARL hyperparameters, we used 43 agents per experiment (42 controlling 30
modes each and a single agent controlling the tip-tilt mirror). We chose bins of 30 modes per
agent because, in our early experiments, we observed that controlling >50 modes per agent led to
reduced performance (due to high state-action dimensionality). Moreover, we decided to separate
the tip-tilt modes from the others and drive them with a dedicated agent in good alignment
with the typical AO system architecture that has a dedicated tip-tilt mirror. In order to ease the
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implementation, we assigned to the piezoelectric DM the same number of modes to each agent.
Out of the overall 1283 modes obtained from the B, decomposition corresponding to this system
configuration, only 1262 were corrected by the MARL approach and the remaining ones were
either controlled by the integrator (16 modes) or filtered out as low sensitivity modes (5 modes).

To verify that our MARL controller is robust among different initialisations, we ran all
the learning experiments for 3 different initial seeds. Following the default implementation
of SAC, all the neural networks architectures used are fully connected ones. Additional RL
hyperparameters can be found in Supplement 1 Section 4. The autoencoder hyperparameters are
the same as the ones used in [19].

4.2. Experiments

In this section, we aim to provide answers to the following questions regarding the proposed
controller:

1. Does the MARL controller outperform the integrator controller?
2. Is the MARL controller robust to different initial atmospheric conditions?
3. Is the MARL controller robust to dynamically changing atmospheric conditions?

4. How does the MARL controller cope with errors from the integrator controller, in particular
regarding the gain value?

5. How does the autoencoder and MARL combination behave when noise is activated, and
how robust is the autoencoder to different noise levels?

6. Which terms from the error budget are affected by the MARL controller? Are there any
properties from the learned behaviour that we can observe?

7. How does the MARL controller compare against current state-of-the-art methods such as
LQG?

8. Is the MARL controller compatible with an actual real-time implementation?

4.2.1. Robustness to different initial atmospheric conditions

In this section, we address both questions 1 and 2. Figure 5 shows the training curves comparing
the MARL controller, the integrator controller and the windowed MARL for the nine possible
configurations of wind direction and speed of Table 2.

The MARL controller is able to outperform the integrator in approximately 500k frames for all
atmospheric conditions which is equivalent to 17 minutes of training time. This number could be
significantly reduced if we finetune the RL hyperparameters related to training time or pre-train
the networks with a realistic simulator configured to reproduce similar atmospheric conditions.

On the performance side, regarding wind conditions, the MARL controller is able to provide
almost constant performance irrespective of the direction or speed. This is a clear advantage over
the linear integrator as, for instance, for wind direction profile 1 and any wind speed profile the
L.E. SR obtained with the RL controller is between 0.9 and 0.92 after 2 million steps, while the
performance with the integrator goes from 0.9 in the case of wind speed profile 3 (v3) to 0.84 in
the case of wind speed profile 1 (v1). This leads to two conclusions: (1) the MARL controller is,
most probably, mitigating bandwidth error as it is able to maintain similar performance when the
bandwidth error increases and (2) the MARL controller shines best when the bandwidth error is
high.

Concerning wind direction conditions, we noticed that the gains introduced by the windowed
approach were only noticeable if the wind direction was similar between layers. Our hypothesis
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Fig. 5. Comparison of L.E. SR obtained in the evaluation episodes for MARL/windowed
MARL and integrator controllers with different initial atmospheric conditions. Initially, the
MARL controller has worse performance than the integrator controller, but after sufficient
training, it surpasses the integrator controller in all cases.

stands as follows: when the wind direction is similar between layers, a stronger correlation
appears between neighbouring modes and, consequently, the windowed approach can help the
MARL controller to learn a more complex turbulence model since useful information can be
shared between modes. In any case, as the only downside of the windowed approach seems to be
a small effect on initial training time, it appears that it should be used at all times.

Overall the MARL controller appears robust to different initial atmospheric conditions with its
performance being always better than the integrator.

4.2.2. Robustness to dynamically changing atmospheric conditions

In this section, we address question 3. We select a default parameter file with wind speed profile
vz (15, 10, 20 m/s) and wind direction profile 1 (0, 0, 0 °) and we train a MARL controller for
1000 episodes and suddenly change the atmospheric conditions. The transitions in atmospheric
conditions we consider are:

* Change in wind direction profile. Figure 6(a) shows the change in wind direction profile 1
to 2 and Fig. 6(b) shows the change in wind direction profile 1 to 3.
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» Change in wind speed profile. Figure 6(c) shows the change in wind speed profile 3 to 2
and Fig. 6(d) shows the change in wind speed profile 2 to 3.

* Fig. 6(e) shows a change of the Fried parameter from ry = 0.16 m to ry = 0.08 m.

—— MARL —— Integrator windowed MARL ---- Change of atmospheric conditions
a) Wind direction profile 1 to 2 b) Wind direction profile 1 to 3
0.94 - i i
1 1
0.92- | |
1 1
0.90- */\./W\/ W
o v v
¥ 0.88- -/ L \j\/\/\\f\/\[\,
w ! i
—10.86- Y { T k
1 1
0.84- | i
i i
0.82- ! i
1 1
0.80-. . . . . . . . . . . . . . . .
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
le6 le6
c) Wind speed profile 3 to 2 d) Wind speed profile 2 to 3
0.94 - i i
1 1
- 1 1
0.92 f : i >
0.90- Vi
&
0.88-
: ¥
w [ i
—10.86- ! ¥ k
i i
0.84- ! |
i i
0.82- ! i
1 1
00 02 04 06 08 10 12 14 00 02 04 06 08 10 12 14
Frame 1e6 Frame 1e6
e)rp=0.16 mtorp=0.08 m
0.95-
1
0.90- - S\
=\
0.85-
o
& 0.80
3 0.75 /\/\
0.70- /\/\
0.65-
0.60

00 02 04 06 08 1.0 12 1.4
Frame Les

Fig. 6. Comparison of L.E. SR obtained in the evaluation episodes for MARL/windowed
MARL and integrator controllers for experiments regarding changing atmospheric conditions.

As we can observe, the MARL controller outperforms the integrator in most experiments right
after the transition from one condition to the other.

In the case of a significant change in wind direction profile (Fig. 6(b)), the MARL controller
performance is significantly impacted with a stronger decrease for the windowed approach.
Nevertheless, both MARL and windowed MARL controllers are able to adapt and achieve better
SR (as compared to the integrator) as more data gets available. As we noted in the previous
section, our hypothesis is that the windowed approach is able to exploit the correlation between
modes in similar wind directions profiles but fails to do so in contrasting ones. Once the
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wind direction profile changes, those correlations can not be utilised and the windowed MARL
approach will need time to adjust to have, at least, similar performance to the non-windowed one.
This is however an extreme scenario and we do not expect a change in the wind direction profile
in such an abrupt way during on-sky operations. Therefore, Fig. 6(a) provide more realistic
insights on actual operational settings.

Regarding wind speeds, which is a clear contributor to bandwidth error, when transitioning
from slow to fast wind in all layers, the MARL controller allows the AO loop to maintain almost
constant performance, while the performance decreases significantly with the integrator controller.
When the wind speeds for all layers decreases, hence does the contribution from the bandwidth
error, the gain brought by MARL is less significant. This is another clue towards the fact that
MARL is able to mitigate efficiently bandwidth error, while being rather robust to the evolution
of turbulence properties.

Regarding the last experiment, in which we simulate an abrupt transition between a median r(
value to bad seeing conditions (again an extreme scenario), MARL is able to adapt and provide
the same relative performance gain compared to the integrator. This was expected from the
remarks above on bandwidth error and considering that a good approximation of the turbulence
coherence time can be obtained from the ratio between ry and the average wind speed (see e.g.
Roddier 1981 [40]), the bandwidth error being thus inversely proportional to ry. Interestingly,
the windowed approach seems to adapt better to bad seeing conditions providing a significant
boost in absolute performance compared to the simple MARL approach.

4.2.3. Robustness to errors in the integrator controller

In this section, we address question 4. Since we have designed the MARL approach to provide a
correction term on top of the integrator, one may think that having an unoptimised integrator may
lead to worse performance. Figure 7 shows the robustness of the MARL controller to different
values of the integrator gain for a simulation with wind direction profile 1 and wind speed profile
2 (v2).

0.90 - ‘/J /—\__,\/\/\,\/\/
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Fig. 7. Comparison of L.E. SR obtained in the evaluation episodes for MARL and integrator
controllers for different values of integrator gain. The optimal gain is g = 0.7 and is denoted
with an asterisk.

As shown in this figure, the MARL solution achieves approximately the same performance
for very different gain values. This demonstrates an important property of MARL for on-sky
operation since it shows that the performance boost provided by MARL does not depend on the
optimisation of the integrator gain. As such, MARL could be seen as a way to guarantee the
highest AO loop performance irrespective of actual turbulence conditions and corresponding
integrator optimisations.

Similar properties have been evidenced in [25] where a model-based RL agent can adapt to
miss-calibration of the interaction matrix.
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4.2.4. Robustness to noise with the autoencoder

In this section, we assess the robustness to noise of the combination of MARL with an autoencoder
addressing question 5. Again, for the sake of clarity, we assess the autoencoder performance
given a single atmospheric configuration. In this case, we have tested the autoencoder in the
most complex wind direction profile (3) and with wind speed profile 2 (v7).

To generate data for training the autoencoder we built simulations with two WFS one with
readout noise and photon noise and one without any noise at all. At each step of the simulation,
the integrator is fed with the measurement vector from one of the WFS and images from both
WES are recorded. The integrator is getting data from the noisy WFS unless we are in high noise
simulations (magnitudes > 10) since noise propagation in this case would be too high for the
controller to produce relevant command vectors leading to a useless dataset at the output of the
simulation. The full process to train the autoencoder is as follows:

1. Choose the WFS that will be used to produce the dataset depending on the magnitude.
2. Optimise the gain of the integrator with no delay.

3. Record a sample of 1.2 - 10® image pairs (noisy, noise-free) for a given WFS subaperture
in closed loop with the integrator and no delay.

4. Train the autoencoder with corresponding data with Supervised Learning methods.

5. Once trained, the learned autoencoder weights can be extrapolated to be used within a loop
including e.g. 2 frames of delay. Note that, in that case, since we change the delay and
include the autoencoder, the integrator gain must be reoptimised.

As areminder from our previous paper [19], the autoencoder is used as a frontend to centroiding,
to denoise images that are then processed using a simple Center of Gravity (CoG) approach to
obtain the measurement vector from WES images. We have tested the approach on a number
of simulations, considering a mixture of photon and readout noise, with varying guide star
magnitudes and constant readout contribution (3 e- RMS). We have trained one autoencoder per
guide star magnitude.

In Fig. 8(a) we compare the performance for 1000 frames in terms of L.E. SR for an AO
loop with 2 frames of delay and several control approaches: an integrator with an autoencoder
trained for each guide star magnitude (in red), an integrator without autoencoder (in blue), and
an integrator with a popular noise mitigation method, CoG on the brightest pixel (in purple). In
the case of the latter, the number of brightest pixels has been optimised for each magnitude with
a maximum of 11 brightest pixels. Moreover, in order to show the robustness of the autoencoder
in the case where the magnitude it is trained on does not match the one of the guide source used
during operations, we added to Fig. 8(a) the performance of an integrator on different guide star
magnitudes but with an autoencoder trained only with data from magnitude 9 (in black).

The results indicate (a) that the autoencoder can provide a significant performance boost
on the fainter end of our simulation campaign compared to the brightest pixel method and (b)
that it is rather robust from the experiment involving training on a single guide star magnitude.
The autoencoder is currently trained with data from all subapertures, including fully and
partially illuminated ones, without discriminating them. As future work, we may train different
autoencoders on different illumination levels to improve performance.

The next step is to combine denoising WFS images with an autoencoder, centroiding with
a simple CoG approach and training the MARL to optimise the integrator performance. This
would be the ideal setting for operations on sky, since it would not require any real-time fine
tuning of parameters to optimise the AO loop performance. The results of such experiment are
shown in Fig. 8(b) for a guide star magnitude of 9 and a readout noise of 3 e- RMS on the WFS,
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Fig. 8. a) Performance comparison for a 1000 frame AO loop with an integrator using
various centroiding methods: simple CoG, brightest pixels CoG, autoencoder + simple
CoG, where the autoencoder is trained with data from a single guide star magnitude, and
autoencoder + simple CoG, where the autoencoder is trained for each guide star magnitude.
b) Comparison of L.E. SR obtained in the evaluation episodes for MARL/windowed MARL
and integrator controllers in the presence of noise and with an autoencoder for denoising
purposes.

together with the results of a simple integrator working on noisy centroids (gain optimised) and
an integrator fed by "denoised" centroids obtained with the same autoencoder (gain optimised as
well). They show that both the simple and windowed MARL approaches are able to outperform
the integrator even when the latter is fed with "denoised" data.

The results obtained with MARL but without autoencoder in this noisy setting are not reported
since the loop performance in this case was not acceptable (i.e. below 0.1 L.E. SR). As the noise
propagates to both state and reward information, the problem might be too complex for the RL
agents to be able to learn a stable control policy.

4.2.5. Error budget analysis

In this section, we provide an error budget analysis for an AO system driven by a MARL controller
after it is fully trained, using the ROKET tool and its extension described in Section 3.4. This
analysis is based on a single set of simulation parameters (wind speed profile 2 (v,), wind
direction profile 1 with windowed MARL as a controller) for simplicity purposes. To use ROKET
we record each component defined in Section 3.4 for 20000 iterations of a single simulation
using a specific controller (integrator or MARL (without exploration)).

ROKET can reconstruct the PSF based on the combination of contributions from each error
term described in Section 3.4, computed from data collected from the simulation. To verify that
the proposed ROKET extension for the MARL controller is valid we compare the PSF produced
by both ROKET and COMPASS in Fig. 9. As observed in this figure, these PSF profiles are
almost identical, which confirms the validity of our ROKET extension.

The error breakdown provided by ROKET includes the covariances for all terms as well as
cross-covariances between them. As seen in Fig. 10(a), in this simulation, the main contributors
to the error budget (diagonal values) are: aliasing, bandwidth and RL terms. We recall the reader
that the RL term is not an error per say but rather an expression helping in the analysis of which
terms the MARL controller is affecting and correlated with. The covariance matrix of Fig. 10(a)
is mostly diagonal, which means that for this given set of simulation parameters most of the
terms are independent except for the strong negative cross-covariance between the RL term and
bandwidth error and aliasing. This is another evidence supporting the fact that MARL is able to
mitigate bandwidth error and to a lesser extent the propagation of aliasing.
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Fig. 9. COMPASS and ROKET reconstructions of the PSF with the MARL controller after
20000 frames. The green curve shows the difference in value between both PSF’s. The L.E.
SR is 0.918 in the case of ROKET and 0.919 in the case of COMPASS.

ROKET is also providing an error breakdown per mode, and we can thus compute the full
error budget (i.e. the contribution from each error term) per mode. We used this feature to
compute, in Fig. 10(b), an error breakdown per agent, each controlling a group of modes. As
seen in this figure, the MARL controller provides a significant improvement for all the modes
over the integrator controller. Nevertheless, the correction on lower order modes and tip-tilt has
the larger impact on performance since the spatial power spectrum of an AO corrected residual
phase follows a negative power law (aliasing excluded).

Trying to explain why we are seemingly able to reduce the aliasing contribution, let’s invoke
the well-known fact that aliasing produces an over-estimation of the high spatial frequencies, i.e.
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Fig. 10. a) Covariance of all the error terms in the current simulation: no noise, wind
direction profile 1 and wind speed profile 2. b) Summed variance of modes controlled by a
given agent (y axis in log-scale). The last agent controls tip-tilt. Other agents control 30
modes each and are ordered from lower order modes to higher order modes.
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frequencies close to the cut-off frequency of the optical system (e.g. see Fig. 3 in [41]). While
there is a good alignment between higher order B;, modes and higher spatial frequencies, we
hypothesise that since we are trying to minimise the power in the residual phase for all the modes,
we are able to compensate a fraction of aliasing attributed to this overshooting in the higher order
modes, as demonstrated in Fig. 10(b).

4.2.6. Comparison with the projection controller

In this section, we compare the commands produced for each frame against a controller based on
the direct projection of the turbulent phase onto the DM without delay, which we call, projection
controller. We use the simulation parameters and controllers used in the previous section.

We run the simulation for 1000 frames with the windowed MARL (without exploration),
the integrator and the projection controllers and we compare the 1-norm distance of command
vectors from both the integrator and MARL against the projection controller in the By space.
Figure 11 shows the sum of these distances for each B;, mode for both controllers over the 1000
frames. Not surprisingly, since ROKET uses projection on B, modes as well, this figure leads to
a similar conclusion as for Fig. 10(b) in previous section, that MARL performs better in most
modes it controls.
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Fig. 11. Sum of the 1-norm distance between commands from both MARL and integrator
controllers and the result of direct projection of the phase onto B;; modes over 1000 frames.
Tip-tilt is not included. As only 1262 modes are controlled through MARL, the last 21
modes are either controller by an integrator approach (16 modes) or discarded low sensitivity
modes (5 modes) that is why both integrator and MARL have the same error on those.

Moreover, we can compare these commands at each timestep. Figure 12 shows such comparison
for modes 39, 42 and 938, where we tried to choose modes exhibiting different overall behaviour.
Comparing with the projection controller, we can observe different behaviour among modes.
For example, mode 39, follows the projection curve perfectly, which could be interpreted as the
MARL controller having learned a "model predictive behaviour". On the other hand, mode 42,
shows a similar behaviour but with more variability around the projection solution. This could
be due to intrinsic instability exhibited by the integrator on this mode, and, since the MARL
controller is just offsetting the integrator controller commands, it may not be able to compensate
the instability to its full extent. Finally, higher order modes, as shown for mode 938, show a
more chaotic behaviour. Still, the MARL result seems closer to the projection controller than the
integrator approach.

4.2.7. Comparison with LQG

In this section, we address question 7 above by comparing MARL against the latest implementation
of LQG in COMPASS. LQG is a linear control scheme which is proven to be optimal when
the system being controlled is linear, and both the process noise and measurement noise are
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(a) Control of mode number 39 over 100 frames which(b) Control of mode number 42 over 100 frames which
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(c) Control of mode number 938 over 100 frames which corresponds to agent 31 in Figure 10b.

Fig. 12. Control of mode number 39 over 100 frames which corresponds to agent 1 in
Fig. 10(b).

additive and jointly Gaussian [42]. Since AO is subject to both non-linear effects (e.g., WFS spot
truncation), and non-Gaussian noise (e.g., Poisson-like photon noise), it is certainly possible
that a given controller could match or outperform LQG. The LQG implementation, based on
Correia [43], assumes frozen-flow turbulence evolution and requires a priori knowledge of the
turbulence strength distribution and layer-wise wind-velocities. The specific LQG implementation
is summarised in the first section of Cranney [44].

Table 3 shows the performance for each controller in different atmospheric conditions. We have
experimented with atmospheric conditions with the same wind direction profile (direction profile
1) and different wind speeds profiles. The results shows similar performances for both LQG and
MARL. However, this LQG implementation considers a perfect knowledge of the atmospheric
parameters which may be affected by estimation errors in the context of an on-sky experiment.
On the contrary, our RL approach is a data-driven method that can adapt online without any prior
on the statistical properties of turbulence (e.g. being Kolmogorov) or corresponding parameters
(e.g. number of layers, fraction of turbulence per layer, wind speed and direction profiles).

Table 3. L.E. SR of different controllers for 3 different seeds after
20000 frames. The best result for each atmospheric condition
appears in bold. The MARL controller is the one that uses the

windowed approach and the exploration is turned off.

Controller V1 Vv V3
Integrator 0.853 £ 0.0008 | 0.891 +£0.0008 | 0.912 +0.0007
LQG 0.903 + 0.0000 | 0.915+0.0012 | 0.924 + 0.0008
MARL (windowed) | 0.909 £ 0.0010 | 0.918 +0.0005 | 0.922 + 0.0007
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4.2.8. Inference time analysis

In this section, we address question 8 on inference time analysis. We implemented both MARL
and the autoencoder with the Pytorch [45] framework relying on the Python programming
language. The server we used for these tests hosts an IBM Power9 8335-GTH CPU (40 cores)
and a NVIDIA V100 GPU (16 GB).

As we did not parallelise the action selection for the different agents, we have measured the
inference time for a single agent. We expect, once a parallelisation is implemented, to have
similar inference times as the ones reported since the agents can work totally independently
during the inference phase. Moreover, as explained in Section 3.3, SAC’s exploration involves an
extra computation step: sampling from a Gaussian distribution. This sampling can be turned off
once we observe a convergence in performance.

Figure 13 provides the time-to-solution of inference for the autoencoder and a single agent
of the MARL controller (with both exploration on and off). As observed in the figure above,
both action selection and the autoencoder inference time are below 1 ms. Moreover, if we sum
both the autoencoder and MARL inference times we are below the 2 ms threshold. While a
non-perfect parallelisation of the MARL agents may increase slightly the inference times, we
believe that optimising the controller implementation with more efficient frameworks such as
TensorRT [46] and/or using specialised hardware such as field programmable gate arrays (FPGA)
[47] may allow us to bring the inference time below 1 ms.

0.99

1.0-

0.8-

Time (ms)
o
o

©
IS

" Autoencoder MARL MARL
(exploration on)  (exploration off)

Fig. 13. Average inference time of all the components of the MARL controller for 1000
inferences in the closed-loop setting.

5. Discussion and future work

In this work, we have identified the different challenges of designing a RL method for AO control
and proposed a solution with a Multi-Agent model-free Reinforcement Learning controller
working as an additive corrector on top of an integrator controller with an autoencoder to mitigate
the impact of noise. We showed that this solution, in a system composed of a SH-WFS with
40x40 subapertures installed on an 8m telescope, increases the performance over an integrator
controller and has similar performance to state-of-the-art LQG controller with the added benefit
of being a data driven method training online, during operations, without requiring any prior on
the turbulence statistical properties and corresponding parameters.

Moreover, we have analysed the error budget with ROKET and have shown that the MARL
controller is able to mitigate bandwidth error and to a lower extent the propagation of aliasing. We
have also shown that the bandwidth error is addressed by learning a model predictive behaviour
on some of the modes which, interestingly, is an emergent property of maximising the reward
metric as we have not explicitly programmed the agent to be a model-based predictive controller.
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Furthermore, we have shown that the advantage of our controller compared to similar ones such
as the one proposed by [25] can be found in inference time. Time-to-solution for the combination
of the denoising autoencoder and the MARL controller is below 2 ms considering perfectly
parallelised architecture. However, future work should progress this aspect and deliver a final
implementation that has a total inference time below 1 ms. A possibility regarding inference time,
is discarding the autoencoder and implementing noise mitigation directly into the RL module.
For instance, in some existing work on RL, authors have addressed noise by considering the worst
case transition probability P(s’|s,a) in what is known as robust Reinforcement Learning [48].
Another possible alternative to the autoencoder to tackle the effect of noise is to use convolutional
layers in the MARL neural networks which may enhance the robustness in noisy settings (similar
to the works of [14,25] among others). However, this may increase training/inference times for
the MARL controller.

Concerning the turbulence setting, we have validated our method for different values of
wind direction and wind speeds in a 3-layer profile configuration. We have also assessed the
performance under changing turbulence conditions for which the MARL controller appears to
be robust enough. On this front, future work must include more realistic transition between
turbulence conditions with a more incremental evolution over time. Here again, to improve
the robustness of MARL to changing atmospheric solutions, future work could look into few
solutions already proposed by the RL community. As such, meta-learning (learning to learn)
could be an approach to build upon, by adding an extra module on top of the proposed controller.
For instance, in model-agnostic meta-learning [49], a policy is trained through multiple training
tasks (in the case of AO we could train a policy for different values of ry, wind speed and wind
velocity) and then, tested on a set of evaluation tasks (in the case of AO this could be different
atmospheric conditions not included in the training process) such that it would learn an effective
policy on new unseen conditions through very few update steps.

Regarding training time, the current results show that it takes 17 minutes of operation to
surpass the integrator controller’s performance. We expect that finetuning the hyperparameters
used for SAC will lower this amount of time. Moreover, the training time could also be greatly
reduced by having pre-trained policies, using a realistic simulator such as COMPASS, for different
atmospheric configurations and loading the one trained for similar conditions. In this case,
training online will consist in a fine tuning step, which may be significantly faster than the current
experiments, where training starts from scratch. In addition, as mentioned in the paper, we
have designed the MARL solution working on top of the integrator controller. In a strategy
using pre-trained policies and considering the results obtained with an unoptimised integrator
controller, with low gain, using only RL without the initial integrator estimate could be viable
and may lead to a better global optimum. Similarly, if implemented in an operational setting, the
autoencoder would be trained previously on a bench simulating different guide star magnitudes
and loading the one corresponding to the current operational scenario.

In regards to SAC exploration, where in the exploratory phase the agents choose non-optimal
actions, we could either minimise the amount of exploration or turn it off completely once we
observe that the performance increase plateaus and reactivate it if the atmospheric conditions
change substantially.

One final concern for this family of controllers is stability. The so-called catastrophic
forgetting, where a neural network performance drops to a great extent in a few update steps,
may sometimes occur in Deep Reinforcement Learning. While SAC is notoriously more stable
than other model-free methods, we do not discard this possibility. We may also consider Robust
Reinforcement Learning not only to mitigate the effect of noise but also for stability purposes.

Another possible future work direction is to explore other WES concepts such as the pyramid
WES. In the pyramid WFS non-linear errors have a stronger impact and the RL properties of
learning non-linear policies may provide a significant advantage.
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Finally, we plan on implementing such new approach based on RL on actual experiments, on
the bench and possibly on-sky, in order to evaluate the performance and behaviour (e.g. training
time, stability, changing atmospheric conditions) in a real setting and increase the readiness level
of this technique for future extreme AO instruments.

The code for the project can be found in Ref. [50].
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