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Abstract

The breakup of a periodic jet is examined computationally, using a front-tracking/finite-volume

method, where the interface is represented by connected marker points moving with the fluid, while

the governing equations are solved on a fixed grid. Tracking the interface allows control of whether

topology changes take place or not. The Reynolds and Capillary numbers are kept relatively low

(Re = 150 and Ca = 2) so most of the flow is well resolved. The effect of topology changes is

examined by following the jet until it has mostly disintegrated, for different “coalescence criterion,”

based on the thickness of thin films and threads. The evolution of both two-dimensional and fully

three-dimensional flows is examined. It is found that although there is a significant difference

between the evolution when no breakup takes place and when it does, once breakup takes place

the evolution is relatively insensitive to exactly how it is triggered for a range of coalescence

criterion, and any differences are mostly confined to the smallest scales.
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I. INTRODUCTION

In single phase flows, direct numerical simulations, or DNS, generally refer to large scale

numerical simulations where governing equations believed to describe a particular physical

process well, are accurately solved for a turbulent flow with a large range of temporal and

spatial scales. Similar simulations have also been done for multifluid and multiphase flows,

but almost exclusively for disperse flows where bubbles and drops do not breakup or coalesce

(undergo topology changes) [4, 28, 31]. The challenge of doing DNS for flows where the

topology of the interface changes is two-fold. First of all is accuracy. The general assumption

that DNS results are independent of all numerical parameters, including the resolution, is

difficult to maintain during topology changes since films and filaments can become very

thin before breaking. Secondly, coalescence usually takes place when a thin film ruptures

and the rupture is triggered by short range attractive force that are not included in the

modeling since they act at scales that are usually not resolved. Thus, unlike simulations of

flows containing clean bubbles or drops, simulations of the breakup of fluid jets are not DNS

according to the definition in the first sentence. However, the results of such simulations

appear to reproduce reasonably well what is seen experimentally and most of the flow is well

resolved so we can probably refer to such simulations as “almost” DNS.

A large number of simulations of the breakup of fluid masses have focused on the atom-

ization of liquid jets. Some of the earliest simulations of fully three-dimensional jets include

[2, 3], who used a Volume-of-Fluid (VOF) method, [7, 22, 32, 37], who used level set/ghost

fluid methods, and [1, 24, 33], who used hybrid level set/ghost fluid/VOF methods. Studies

have included laminar flows [37], turbulent flows [32] and Large Eddy Simulations (LES)

with a subgrid model [2, 14, 15]. [6] noted that initial instabilities of the atomization may

occur at the subgrid level of an LES and proposed closure models. Instabilities and ligament

formation have also been examined in two layer flows [53] and jets in crossflow [16, 36]. As

the flow evolves, and instabilities grow, structures with a wide range of length scales emerge,

making it difficult to fully resolve the flow, even on modern computers [11]. The formation

and breakup of ligaments and droplets is very complex [42–44] and resolving the smallest

drops can become computationally expensive. To simulate this multi-scale behavior without

increasing the spatial resolution several authors have coupled simulations that resolve most

of the flow with Lagrangian Particle methods to represent small droplets [17, 18, 49]. Studies

2



of the interactions between droplets, ligaments and turbulence, using almost fully resolved

flows, have been examined by a number of authors [45, 46]. A review of early simulations of

atomization can be found in [11] and for recent papers reporting simulations of atomization

see, for example, [13, 26, 27, 40].

Most of the simulations of flows undergoing massive topology changes referenced above

have been done using numerical methods where the governing equations for both fluids are

solved on a fixed structured grid and a marker function, identifying the different fluid, is

advected on the fluid grid using Level-Set or Volume-of-Fluid methods. When those methods

are used, topology change takes place when the thickness of a film or a filament is of the

order of the mesh size and as the grid is refined, topology change is delayed. Thus, the effect

of topology change cannot be separated from the grid resolution.

Instead of directly advecting the marker function on the fixed grid, it is also possible to

track the the interface by moving marker points and construct the marker function from

the location of the interface. In this case topology changes will only take place if they

are explicitly included. We note, however, that even if the interface is retained, once flow

structures such as thin films and drops are small enough, the flow will be under-resolved. In

early simulations of the breakup of jets by the front-tracking/finite-volume method used here

(see [48] for simulations of two-dimensional flows and [47, 50] for three-dimensional flows),

topology changes were not included so drops were connected to the main body of liquid by a

thin filament. In three dimensions this filament collapsed to a string of points that did not

seem to be of much dynamic significance. Recently we have examined much more complex

flows using a topology change algorithm coupled with a front-tracking/finite-volume method

[29, 30] and studied briefly the impact of varying the criterion for topology change on the

overall flow evolution. Here, we examine how topology changes impact the evolution of a

periodic jet, comparing the evolution when no topology changes take place with flows where

the topology changes.

II. NUMERICAL METHOD

We consider two- and three-dimensional immiscible jets of heavy fluid moving inside a

lighter one in a periodic domain. The flow is governed by the Navier-Stokes equations, which
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are written for the whole domain, using the “one-fluid” form:

∂(ρu)

∂t
+∇ · (ρuu) = −∇p+∇ · µ(∇u +∇uT ) + σ

∫
F

κfnfδ(x− xf )dAf . (1)

Here, u is the velocity vector, ρ and µ are the discontinuous density and viscosity fields,

respectively, and the singular last term is the surface tension, which is concentrated at

the fluid interface. σ is the constant surface tension, δ is a two or three-dimensional delta

function constructed by repeated multiplication of one-dimensional delta functions, κf is the

mean curvature in 2D and twice the mean curvature in 3D, nf is a unit vector normal to the

front, x is the point at which the equation is evaluated, and xf is a point on the interface.

The flow is assumed to be incompressible so the momentum conservation equations are

supplemented by the incompressibility condition ∇ · u = 0, which leads to a non-separable

elliptic equation for the pressure.

The Navier Stokes equations are solved on a regular structured staggered grid using

a second-order predictor-corrector method, the advection terms are approximated using a

QUICK scheme and the viscous terms are discretized by second-order centered differences.

The different fluids are identified by a marker function (H = 1 in the jet fluid and H = 0 in

the ambient fluid) that is used to set the density and viscosity. The fluid interface is tracked

by connected marker points (the “front”) to update the marker function and to compute

the surface tension. The front points are connected into an unstructured surface grid that

is advected by the fluid velocity, interpolated from the fixed grid. As the front stretches

and deforms, surface markers are dynamically added and deleted as needed. The surface

tension is represented as a singular distribution (delta-functions) at the front. The gradients

of the marker function (delta functions when the change is abrupt across the interface) and

the surface force are transferred to the fixed grid by approximating them by compact but

smooth functions. After the front has been advected, the marker function is reconstructed

by integration of the smooth grid-delta function, the density and the viscosity fields are

determined from the marker function, and the surface tension added to the nodal values

of the discrete Navier-Stokes equations. The method is not completely volume conserving

and we therefore sometimes do a global adjustment of the volume by moving the interfaces

slightly in the normal direction. In all cases these adjustments are very minor. For disperse

flows with bubbles or drops on parallel computers the front can easily be distributed to

the different processors, but for continuous interfaces doing so is more complex and here
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we simply use a separate processor to update the front. The method, usually referred

to as a finite-volume/front-tracking method, was introduced in [52] and is described in

detail in [51]. Implementation of similar ideas by other researchers can be found in [4, 8–

10, 12, 20, 34, 41, 54, 56], for example.

Topology changes in multiphase flows happen when thin films rupture and slender threads

break. Thin threads that break are easier since the Navier-Stokes equations predict that

the diameter of threads becomes zero in a finite time and no additional physical modeling

needs to be included. The breakup also takes place rapidly and while the thread may be

under-resolved just before it breaks, the short time usually ensures that it does not have

a significant effect on the overall dynamics of the flow. Most numerical methods designed

to handle multiphase flows handle thread breakup easily. Thin films are more challenging.

Their thickness is not predicted to go to zero in a finite time by the standard Navier-Stokes

equations so additional physics needs to be included to model the rupture. This physics is

usually short range attractive forces that make the film go unstable and form a hole that then

grows by capillary forces and additional ruptures. These short range forces are generally

not included in simulations of multiphase flows. This may, however, not be the only way

holes are generated since breakup can also by triggered by perturbations such as particles

or bubbles. For an extended discussion of the many ways holes can be formed, see [35].

In the simulations presented here, topology change is accomplished by reconnecting fronts

that are closer than a prescribed minimum distance, ∆c. The algorithm consists of two steps:

Finding close front points and then restructuring the front: The identification of close points

can be done in many ways, but here the domain is divided into sub-domains and a linked

list of points in each domain constructed, so that the search can be limited to points in each

subdomain. Once close points have been identified, all close points are merged and elements

between merged points eliminated. For a short description of a topology change algorithm

for front tracking and a few examples see [38].

While we track the interface explicitly using connected marker points, and construct the

marker function from the location of the interface, in most other approaches—such as VOF

or Level Set methods—the marker function is represented and advected directly on the fixed

grid used to solve the flow equations. Those methods will produce topology change when

the resolution of a film or a thread is comparable to the grid spacing, and in simulations

by these methods rupture takes place when a film is no longer resolved. In many cases
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the results look “plausible,” but in other cases the grid dependency of the rupture prevents

convergence under grid refinement. In VOF methods the marker function is conserved so

thin filaments with a thickness of the order of the mesh usually break into droplets, but

in level set methods such thin filaments disappear. A few authors have examined how

these methods handle breakup and the resulting small small scales using the advection by

prescribed velocity fields of circles in two-dimensions and spheres in three-dimensions (for a

recent reference see [5]). There have been attempts to improve the capability of methods

advecting the marker function on the grid to capture small scales more accurately. In [21] a

moment method is used to capture thin under-resolved filaments for two-dimensional flows,

and in [19] the marker function is advected using a level set method on a grid that is finer

than the grid used for the fluid equations. When the interface is explicitly tracked, thin

filaments retain their integrity, even if the velocity field may be under-resolved. We note

that for interface tracking by connected markers, as done here, the default behavior is no

rupture and if rupture is desired, that must be explicitly added to the method.

III. PROBLEM SETUP

The computations are done in a rectangular quadrilateral (2D) or a rectangular cuboid

(3D) with periodic boundary conditions in one direction (referred to as the horizontal direc-

tion), where the jet crosses the periodic boundaries. In 2D it is bounded by two perturbed

horizontal interfaces and in 3D the jet is a horizontal perturbed cylinder. The setup is gov-

erned by the diameter of the jet and its initial velocity, the material properties of the jet and

the surrounding fluid, and surface tension. The overall dimensions of the domain, such as

its length, L, and height and width, may also influence the results, but here we will assume

that those are of secondary importance. For a flat interface between two fluids, subject to

shear determined by the jump in velocity, ∆U , and perturbed by sufficiently wide range

of modes, the wavelength that grows is selected naturally by the properties of the fluids.

Thus, the governing nondimensional numbers are the Capillary number and the ratios of

the material properties. For our case the diameter of the jet is also important, giving a

Reynolds number. The problem is therefore described by:

Ca =
µj∆U

σ
; Re =

ρjD∆U

µj

; r = ρj/ρf ; m = µj/µf . (2)
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Here, µj, ρj are the viscosity and the density of the jet, respectively, µf , ρf are the viscosity

and the density of the surrounding fluid, and σ is the surface tension.

For the two-dimensional flow the initial conditions consist of two interfaces perturbed by

a random collection of waves

y(x) = y0 +
10∑
n=4

an

(0.03L

n

)
sin(2πx/L+ 2πbn), (3)

where an and bn are random numbers between 0 and 1 generated by a RAND function. The

same set of parameters (an, bn) are used for all the simulations presented here. For the fully

three-dimensional flow the radius of the initially cylindrical jet is given by equation (3), and

the axis of the jet is given a small perturbation consisting of five waves of amplitude 0.01.

The surface tension was selected so that the about six waves consistently grow to a finite

amplitude, for various values of the coefficients in equation (3). We note that the growth

rate is strongly affected by viscosity and for inviscid flow the most unstable wave number is

much higher. Although it is well known that for jets the initial velocity field has important

influence on the growth of initial disturbances ([23, 39, 55]), here we simply take the velocity

inside the jet to be a constant since the goal is to compare the large amplitude state for

different handling of topology changes, rather than reproduce experimental observations.

This leads to slight non-divergence at the initial time which is eliminated by the pressure

field after the first time step.

The length of the computational domain is L = 4 (two-dimensional case) and L = 6

(three-dimensional case) in the periodic direction, and the height is equal to 2 for the two-

dimensional case and for the three-dimensions case the height and width are 3. The side

boundaries are full slip walls. A jet of diameter D = 0.6 runs down the middle of the domain.

The lighter fluid has density ρf = 1.25 and viscosity µf = 0.001 and the jet fluid has density

ρj = 2.5 and viscosity µj = 0.01. The density ratio is therefore r = ρj/ρf = 2.0 and the

viscosity ratio is m = µj/µf = 10. The surface tension is σ = 0.005. The initial velocity

of the jet is uj = 1 and the ambient fluid is stationary so the velocity jump is ∆u = 1.

These values give Re = ρjD∆u/µj = 150 and Ca = µj∆u/σ = 2. The Ohnsorge number

is Oh =
√
Ca/Re = 0.1155, which puts the jet well into the “first wind induced break up

regime” according to [25] who map the different breakup regimes as functions of Oh and

Re. Since the density ratio here is relatively small, we expect the effect of the ambient

fluid to be more significant than at higher ratios, making the breakup more complex and
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closer to the second wind induced regime. We note that the Weber number for the gas,

We = Re Ca/r = 150, is relatively large.

It is obvious that at very large times the phase distributions could look different depending

on whether topology changes are included or not. Since an initial velocity is imposed on the

jet but no net pressure gradient (or gravity), at long times we expect the velocity to become

uniform. If no topology change takes place, the filaments would therefore be pulled back by

surface tension and we would end up with a straight jet. If the filaments break and form

drops, we are likely to end up with drops and bubbles moving with the flow, unless the drops

coalesce before the velocity becomes uniform. We have continued some of our simulations

for times much larger than those discussed here and do, indeed, observe that the velocity

of the gas and the liquid become the same and the jet is puled back into its original shape.

Here, however, we are interested in the relatively early stages of the evolution.

IV. RESULTS

We start by examining two-dimensional flows, before turning our attention to fully three-

dimensional ones. Simulations of two-dimensional flows are much faster and we can therefore

gather data for a large number of cases relatively easily, and use finer resolutions.

A. Two-dimensional flows

Before exploring the effect of topology changes, we examine how fine a grid is needed

for convergence and how the initial perturbations affect the evolution. In figure 1, the top

left frame shows the effect of the initial perturbation amplitude. The solution is plotted at

a relatively early time and while the larger amplitude perturbation grows faster, the same

waves grow. The effect of the grid resolution is shown in the right frame where the interface

is compared for a simulation on a 128× 256 and on a 256× 512 grid. While there are slight

differences, overall the results are very similar. A more quantitative comparison is in the

bottom row where the flow rate of the ambient fluid and the interface length are plotted

versus time, for four different grid resolutions. Again we see that there are little differences

between the results for the three finest grids and almost none for the two finest one. Given

that, all the results discussed in this section, for two-dimensional flows, have been computed
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FIG. 1: Effect of the amplitude of the initial perturbation and the grid resolution. See the

text for a description of each frame.

on 256× 512 grids, but the much more time consuming simulations of the three-dimension

flows in the next section are, however, done using half that resolution (256× 128× 128 grid

points).

Figure 2 shows six frames from the evolution of a periodic two-dimensional jet. The

interface is shown by a thick line, the vorticity is plotted in the left half of each frame, and

the streamfunction in the right half. The first frame shows the initial conditions, where the

interface has been perturbed by random waves as discussed above and the velocity inside the

jet is constant (the streamlines in the figure are found from the vorticity and are therefore

not completely straight). In the second frame the perturbations have grown significantly

and several filaments, or “fingers,” sometimes with a bulbous head, have been pulled out

from from the jet. Surface tension prevents the Kelvin-Helmholtz roll-up seen for single

phase flows and the density difference biases the evolution so we see more thin filaments of
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FIG. 2: The two-dimensional jet at time 0.0, 3.0, 6.0, 9.0, 12.0 and 15.0, for no topology

changes. In each frame the streamfunction is shown on the left and the vorticity on the

right.

the heavy fluid [48] than the light one. In the third frame the original jet starts to meander,

but fluid is pulled into filaments in the later frames faster than the large scale meandering

can grow, and in the subsequent frames the filaments meander and collide with each other

and the original jet, sometimes enclosing blobs of the light fluid. In the last frames many of

the fingers have become sufficiently long so that large portions have collapsed into very thin

filaments and it does not seems unreasonable to assume that some of them might break.

Although the shear is reduced with time as the velocity becomes more uniform, we do not

see significant retraction of the long filaments by surface tension, but that is seen if the

simulations are continued further.

In figure 3 we show results from three simulations with coalescence at two times, along

with results from the simulation in figure 2 at the top (the top right hand frame is the same

as the bottom left frame in figure 2). In the second row from the top the coalescence criterion
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No coalescence. Times = 10 & 15

∆c = 0.5h. Times = 10 & 15

∆c = h. Times = 10 & 15

∆c = 2h. Times = 10 & 15

FIG. 3: The two-dimensional jets at times 10 and 15 for topology changes and for

∆c = 0.5h, h, and 2h.

is equal to half the grid spacing (∆c = h/2), in the third row it is equal to the grid spacing

(∆c = h) and in the bottom row it is equal to twice the grid spacing (∆c = 2h), where h is

the grid spacing. All simulations are started with the same initial perturbations and since

coalescence does not take place until large fingers have been formed, the evolutions is the
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FIG. 4: Several integral quantities versus time for all four two-dimensional jets. (a) Flow

rate of lighter (ambient) fluid; (b) RMS velocity of the heavier (jet) fluid; (c) DSM : The

diameter of the equivalent drops of the heavy fluid (Sauter mean diameter); (d) NSM :

Number of equivalent drops of the heavy fluid; (e) The horizontal projection of the

interface area, normalized by the total area; (f) Second moment of the liquid distribution.

same up to times 3–4, depending on the exact value of the coalescence criterion. Although

the overall evolution is similar, particularly for rows two and three, the details are clearly

different. For the smallest coalescence criterion (second row), we see several drops of the

heavy fluid that have been formed when the fingers break, and although most of the drops

are relatively large, a few smaller drops can be seen. Only one (time 10) or two (time 15)
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FIG. 5: Profiles of several quantities integrated across horizontal planes for the

non-coalescence two-dimensional jet and the ∆c = 0.5h case at times zero and 15. (a)

Horizontal velocity; (b) Volume fraction of heavy fluid; (c) RMS velocity; (d) Area

concentration.

bubbles of the lighter fluid inside the heavier fluid can be seen. Although many filaments

have broken up into drops, several long filaments can still be seen, particularly at the later

time. As the distance at which coalescence takes place is increased to be equal to the grid

spacing (row three), we see more drops and some of the remaining filaments are slightly

shorter, but not by much. Bubbles of light fluid inside the heavier one remain small and

few. When the coalescence distance is further increased to two grid spacings we see fewer

drops. This is perhaps somewhat surprising since we expect coalescence to take place more

easily. An examination of the evolution at earlier times shows that relatively large drops are

formed earlier than in simulations with smaller coalescence distance, but that these large

drops quickly merge with the jet again.

In figures 4 and 5 we examine the evolution and the differences between the different cases

in more quantitative ways. Figure 4 shows several measures of the evaluation versus time.

In frame (a) we plot the average velocity of thee heavy jet fluid (black) which decreases with
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time, as well as the average velocity of the light fluid (red), which is “pulled” along with the

heavy fluid in the jet. The average velocities converge and eventually we would expect them

to become equal. The average velocities are relatively insensitive to the breakup criterion,

except for the most aggressive breakup where they converge slightly faster at late times.

Frame (b) shows the RMS velocity fluctuations in the heavy fluid. Again, we see relatively

small differences between the different cases that break up but the fluctuations are smaller

at late time for the case that does not break up. Notice that breakup does not start to take

place until after around time 3 (depending on the breakup criterion) so we expect all the

cases to be identical until about that time. In frames (c) and (d) we quantify the length

of the interface relative to the volume of the jet by computing the Sauter Mean Diameter

and the number of equivalent drops by assuming that the heavy fluid is contained in NSM

drops with a diameter DSM . For two-dimensional flows we denote the total length of the

interface by S and the area covered by heavy fluid by A, and find that NSM = S2/(4πA)

and DSM = 4A/S. Frame (c) shows that the DSM is smallest for the non-breakup case

and increases as the breakup becomes more aggressive. Similarly, frame (d) shows that

NSM is much larger for the non-breakup case than for those where the jet breaks up, as

we expect since the interface is much longer, and that the number of equivalent drops then

decreases as the breakup becomes more aggressive. In frame (e) we examine if the structure

of the interface changes with the breakup criterion by plotting the area projected in the

streamwise direction normalized by the total interface length. Again, we see significant

difference between the different cases, with the non-breakup case having the smallest value,

mainly because the interface is longest there. Finally, frame (f) shows time evolution of the

second moment of the heavy fluid, as computed around the jet centerline:

M2
2D =

1

Al

∫
V

H(x, y)(y − yc)2da; where Al =

∫
V

H(x, y)da, (4)

where yc is the centerline of the jet. While the jet that does not break does not spread as

much as the ones where breakup takes place, there are relatively little differences between

the spreading of the breaking jets.

In figure 5 we plot the profiles for a few quantities at the initial time and time 15 for

the no-breakup case and the ∆c = h case. The profiles are found by averaging over planes

(or lines, since the flow is two-dimensional) parallel to the walls. Frame (a) shows the

average velocity (in both the light and the heavy fluid). The initial velocity for both cases
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FIG. 6: The interface for the two-dimensional jet at time 15, for ∆c = h. The red curve

identifies interfaces bounding small scale fluid structure. In (a) δsmall = 4h and in (b)

δsmall = 12h.

FIG. 7: (a) The cumulative length of interfaces bordering small fluid structures versus the

structure size (δsmall as defined in the text), for all four cases, averaged between times 10

and 15. (b) The derivative of the average cumulative distribution for all cases versus the

structure size.

is shown by the solid line. While the velocities are similar, it is clear that the velocity for

the coalescing jet is more pointed in the middle, while the velocity for the non-coalescing jet

is more uniform. The volume fraction for the heavy fluid in frame (b) similarly shows that

although relatively similar, the profile for the non-coalescing jet is slightly more uniform

in the middle than the coalescing jet, although both show significant fluctuations. The

RMS velocity (again, in both fluids) in frame (c) is essentially the same for both cases. In

frame (d) we plot the area concentrations and it is clear that although the results fluctuate
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significantly, due to the relatively small system being simulated, the no-coalescence case has

significantly larger concentration, as expected. The interface area concentration is computed

by adding up the interface length falling within grid cells at a specific y location and dividing

by the area of all grid cells at this location.

To examine in more detail how breakup and the criterion used to initiate breakup influence

the amount of small scale structures of the jet fluid, we first need to identify those. We do so

by constructing a normal vector to each interface point and move a given distance, δsmall, in

the normal direction into the side containing the jet fluid where we interpolate the indicator

function from the fixed fluid grid. If the indicator function there is different from what

it is in the jet then there is another interface between that point and the interface point

we started with. Thus, we identify the interface point as belonging to interface structures

smaller than δsmall. Generally, interfaces identified with a structure of a given size are also

identified with larger size structures, so the total interface length of a given small scale

criterion includes the length associated with smaller scales and is therefore cumulative. To

get the distribution, we take the derivative of the cumulative distribution. Figure 6 shows

the fluid interface at time 15 for a coalescence criterion equal to the grid spacing (∆c = h),

versus the structure size (δsmall). In frame (a) the red interface belongs to structures of size

δsmall = 4h and in frame (b) it belongs to structures of size δsmall = 12h. In both frames the

small-scale structures consist of both thin sheets and nearly circular drops, but the larger

criterion identifies a larger fraction of the thin films as being small scale as well as most of

the small drops.

In figure 7 (a) we show the cumulative length of interfaces bordering small fluid structures

versus the structure size (δsmall as defined above), for all four cases, averaged between times

10 and 15. Since the interface where no breakup takes place consists of long and thin

filaments, the curve for that case rises sharply for small δsmall, and lies above the other

cases for all length scales. The total interface length decreases as the coalescence criterion

is increased, and while the difference shows up at larger scales, the reason is the different

interface length at small scales. Figure 7 (b) show the derivative of the average cumulative

distribution for all cases. Since the derivative of the curves in frame (a) results in a fairly

noisy distribution, we have smoothed the curves by a Gaussian filter (using matlab with the

default smoothing parameter). The interface where no breakup takes place clearly has the

largest amount of interfaces bordering small scale structures, and as the breakup criterion
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is increased, the amount of small-scale interfaces decreases. The fraction falls gradually to

zero as the length scale increases and at the larger scales the difference between the curves

is much smaller. Since the system we consider here is relatively small, it is likely that the

difference between the curves for the larger scales is not statistically significant and the graph

suggests that the amount of interfaces belonging to scales larger than 1.5-2.0 are similar for

all four cases.

B. Three-dimensional flows

Figure 8 shows the interface at three times for a three-dimensional periodic jet that is

not allowed to break up. The initial perturbed jet is shown in the first frame. In the second

frame the perturbations have grown into folds on the outer edge of the jet. Notice that some

of the folds are thicker near the rim so that if holes were to form the edge would become

a thread around the jet. The third frame shows that filaments with “bulbous” ends have

formed and are bending and meandering with the flow.

The effect of different breakup criteria on the late time interface topology is shown in

figure 9 where the interface is plotted at time 15 for the no-breakup case (top) and three

different breakup criteria. As for the two-dimensional flows, there is a significant difference

between the no-breakup case and the other three. For the parameters simulated here, the

jet initially breaks up by forming holes in the folds or sheets that grow from the initial

instability. For the smallest criterion the formation of holes is delayed, and initially it has a

larger surface area. As more holes form for the larger criterion, the interface becomes more

“stringy” and the total surface area keeps increasing as these threads stretch. Finally, the

threads break into many smaller drops for the larger criteria, and fewer larger drops for the

smallest criterion. Thus, the jet in the second frame from the top consists of filaments and

drops of different sizes but in frames three and four from the top the diameters of the drops

and filaments are more similar.

Several averaged quantities are plotted versus time in figure 10. The average velocity

in the heavy and the light fluids, for different breakup parameter, is shown in frame (a)

where it is clear that the breakup criterion does not have a large effect. As the heavy fluid

slows down, the light fluid is accelerated but here the process is much slower than for the

two-dimensional flows and at the last time shown the average velocity in the light fluid is
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FIG. 8: The interface of the three-dimensional jet at time 0.0, 10 and 20 for a jet with no

topology change.
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FIG. 9: The interface of the three-dimensional jet at time 15 for no topology change,

∆c = 0.32h, ∆c = 0.64h and ∆c = 0.96h, respectively.
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FIG. 10: Several integral quantities versus time for all four three-dimensional jets. (a)

Average velocity of the heavier fluid (black) and the lighter fluid (red); (b) RMS velocity of

the heavier fluid; (c) DSM : The diameter of the equivalent drops of the heavy fluid (Sauter

mean diameter); (d) NSM : Number of equivalent drops of the heavy fluid; (e) The

horizontal projection of the interface area, normalized by the total area; (f) Second

moment of the liquid distribution.
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only about a fifth of the average velocity in the jet. The volume fraction of the jet fluid is

much smaller than for the two-dimensional flows and it is more like a jet in unbounded fluid.

Since the domain is finite, however, the velocities in the light and the heavy fluid would

eventually become the same if the simulation was continued. The RMS velocity fluctuations

are shown in frame (b) and here we see larger differences at late times, just as for the two-

dimensional flow. Unlike in two-dimensions, where the fluctuations decrease only for the

case without breakup, here the fluctuations decrease for all cases, but most rapidly for the

no-breakup case. However, the biggest differences are again between the no-breakup case

and the three cases with breakup. The Sauter Mean Diameter and the equivalent number

of drops are shown in frames (c) and (d). For a three-dimensional interface with area S,

enclosing a volume V , the Sauter Mean Diameter and the number of equivalent drops that

would occupy the same volume are computed by

DSM =
6V

S
and NSM =

S3

36πV 2
. (5)

The Sauter Mean Diameter is shown on the left, and while the diameter for the no-breakup

case is smallest, the results for the other three are similar, although the drops for the smallest

criterion are slightly larger than for the other two. The number of equivalent drops is shown

in the right frame and we see that for three-dimensional flows the difference in the number

of equivalent drops between the case without breakup and the other cases is more dramatic

than for the two-dimensional flows. This is partially due to the number being proportional

to the cube of the surface area (rather than square as it is for 2D). Notice that the ordinate

is logarithmic, thus making the difference between a jet that does not breakup and those

that do appear smaller than it actually is. Again, we see that the results for the cases

with breakup are similar, but the case with the smallest criterion has the fewest number of

equivalent drops. As breakup starts to take place, the simulations with the smallest criterion

first follows the no-breakup case for a short time, but then the Sauter Mean Diameter is

largest and the number of equivalent drops is smallest for this case. This is because the

interface area is smallest and Figure 9 suggest that the reason may be the different sizes of

the resulting droplets and possibly the presence of very thin filaments whose area is small.

The horizontal projection of the interface area, normalized by the total area, is shown in

frame (e). Again we see a significant difference between the no-breakup case and those

where breakup takes place. The no-breakup case has the smallest value, but just as for the
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FIG. 11: Profiles of several quantities integrated constant radius cylinders for the

non-coalescence three-dimensional jet and the ∆c = 0.5h case at times zero and 15. (a)

Horizontal velocity; (b) Volume fraction of heavy fluid; (c) RMS velocity; (d) Area

concentration.

two-dimensional cases, this is mostly because the interface is much longer than for the other

cases. The difference between the cases with different breakup criterion is relatively small.

The last frame, (f), shows the second moment of the heavy fluid, as computed around the

jet centerline, versus time. The second moment is computed in a similar way as for the

two-dimensional flow:

M2
3D =

1

Vl

∫
V

H(x)
(
r(x)− rc

)2
dv; where Vl =

∫
V

H(x)dv, (6)

where rc is the centerline of the jet. While the jet that does not break does not spread as

much as the ones where breakup takes place, there are relatively little differences between

the spreading of the breaking jets.
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FIG. 12: (a) The cumulative length of the interface versus the scale length at time 15 for

the three-dimensional jet. (b) The distribution of interface scales versus the scale length.

In figure 11 we plot the profiles for a few quantities at the initial time and time 15 for the

no-breakup case and the ∆c = h case. The profiles are found by averaging over cylinders

centered around the original axis of the jet. Frame (a) shows the average velocity (in both

the light and the heavy fluid). The initial velocity for both cases is shown by the solid line.

The velocities are very similar, except that the velocity for the jet that break up is slightly

larger at the axis, as we saw for the two-dimensional flows also. The radial profile of the

volume fraction of the heavy fluid in frame (b) is, however, different and much more of the

heavy jet fluid remains on the axis for the jet that does not break up, whereas the volume

fraction of the jet that breaks up is more uniform. The RMS velocity in both fluids in frame

(c) is essentially the same for both cases. The radial profiles of the area concentration in

frame (d) are very different and the area concentration of the jet that does not breakup is

much larger and the maximum is slightly off the center axis, whereas the area concentration

for the jet that breaks up is largest at the centerline. The interface area concentration is

computed by adding up the interface area falling within grid cells at a specific radial location

and dividing by the volume of all grid cells at this location.

In figure 12 (a) we show the cumulative length of interfaces bordering small fluid struc-

tures versus the structure size computed in the same way as for the two-dimensional flow,

for all four cases, at time 15. The area is largest for the no-breakup case, but unlike in

two dimensions the reduction is not monotonic with an increase in the coalescence criterion.
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Indeed, the smallest criterion results in the smallest surface area, as also seen in figure 10

(c) and (d). Figure 12 (b) shows the distribution, found by differentiating the cumulative

surface area. Since the cumulative distribution is smooth for the three-dimensional results,

no smoothing is needed. The distribution for the no-breakup case is different than for the

cases where topology change takes place, but while the curve peaks at smaller scales, here

the maximum is smaller than for the cases with ∆c = 0.64h and ∆c = 0.96h. The curve for

the smallest coalescence criterion, ∆c = 0.32h, is different and has a broader and smaller

peak than for the other cases. Unlike the two-dimensional flow where the larger scales were

fairly similar, here there are larger differences, and the no-breakup case has more interfaces

bordering large structures.

V. CONCLUSIONS

We have examined the temporal evolution of periodic 2D and 3D jets and the effect of

including topology changes or not. The emphasis here is on parameter ranges where most

of the flow is reasonably well resolved. Topology changes were found to have a relatively

small effect on some flow quantities such as the phase average and plane average velocities

in both two-dimensional and three-dimensional flows, but the geometry of the interface

varies significantly when comparing cases that include topology changes and the one that

does not. For both the two-dimensional and the three-dimensional flows the case with no

topology changes continues to stretch and results in a large total surface area.

Once topology change takes place, varying the threshold distance at which topology

changes generally has less impact than whether topology change takes place or not, partic-

ularly for the various average quantities. For two-dimensional flows the general trend was

that as the breakup parameter increased, the equivalent number of drops decreases but their

mean size increases. This trend was not seen for the three-dimensional flows, where the size

and number of drops did not vary monotonically with the breakup parameter used.

On the one hand, the results presented here are encouraging for users of numerical meth-

ods that track the phase distribution by advecting a marker function on a fixed grid, such

as by volume of fluid or level set methods or their many modern variants, where coalescence

and breakup take place once the thickness of films and filaments reaches the grid size, since

many aspects of the flow are relatively insensitive to exactly how and when the breakup
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takes place. But, on the other hand, our results also show that the smallest scales in the

flow do change when the breakup criterion changes, suggesting that it is unlikely that those

methods accurately capture the smallest scales. Although the conditions used here to trigger

topology changes are artificial, we believe that the general conclusions would also hold for

more physics based criterion.
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