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Determination of the intensity/energy response function of a hemispherical
photoelectron analyser based on Tougaard background
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aCNRS, Sorbonne Université, Institut des NanoSciences de Paris, UMR 7588, 4 Place Jussieu, F-75005 Paris, France

Abstract

A new method is proposed for the determination of the intensity/energy response function of a hemispherical electrostatic
analyser as commonly used in photoemission spectroscopy. It only requires the measurement of a wide spectrum of a
reference metallic sample. Based only on the knowledge of the Tougaard inelastic electron scattering cross section and
an educated parametrization of the response function, the retrieval algorithm minimizes the area of the background
subtracted primary spectrum with some constraints. Sound results for different metals (Ag, Au, Cu, Zn) are obtained
(i) on two different photoemission instruments (ii) in both fixed analyser transmission and fixed retarding ratio modes
(iii) for various lens and slits settings (iv) for both monochromated and unmonochromated x-ray sources. The linear
correlation between core level areas and the product of tabulated inelastic mean free paths and of photo-ionisation cross
sections validates the approach.
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1. Introduction

Photoemission spectroscopy [1], most of the time per-
formed with a concentric hemispherical electron analyser,
is a key tool for the analysis of chemical states of elements
not only in surface science but more generally in mate-
rial characterisation. Binding energies of core levels or
kinetic energies of Auger transitions provide characteristic
fingerprints of elements but also of their chemical environ-
ment via shifts in energies. Besides this chemical analy-
sis capability, the concentrations of probed elements can
be assessed by comparing relative intensities of recorded
features. Accuracies down to a fraction of a percent in
the bulk or in coverage for a deposit can be reached [2].
Quantification is obtained via a well-established formalism
of straight electron trajectory [1, 3–6] for which the elastic
intensity Ii(EK) of a core level i at kinetic energy EK for
an element in a matrix m is given by:

Ii(EK) ∝ Φ
dσ

dΩ
∆ΩTF (EK)A(EK)D(Ep) (1)

×
∫ +∞

0

ni(z) exp

(
− z

λim(EK) cos θ

)
dz,

where Φ is the incident flux of x-rays photons of energy
hν, dσ

dΩ is the differential photo-ionisation cross section,
∆Ω is the acceptance angle of the analyser, TF (EK) is the
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total transmission function of the focusing/retardation
electrostatic column and of the analyser, A(EK) is the
convolution between the area irradiated by the x-ray
source and the area analysed by the spectrometer (see
Ref. [7] for details), D(Ep) is the detector efficiency at the
used pass energy Ep, ni(z) is the element concentration
at depth z, λim(EK) is the inelastic mean free path
of core level i in the matrix m and θ is the emission
angle between the surface normal and the analyser.
dσ
dΩ = σ∗i (hν,EK)Wi(hν,EK , θX) is given by the product
of the photo-ionisation cross section of the considered core
level σ∗i (hν,EK) and of the anisotropy factor of the latter
Wi(hν,EK , θX) which depends on the angle θX between
the x-ray source and the analyser. For unpolarized

radiation, Wi(hν,EK , θX) = 1
4π

[
1− β

4 (3 cos2 θX − 1
]

where β(hν,EK) is an asymmetry parameter. Elastic
scattering effects can be reintroduced in Eq. 1 through
a modified cross section dσ

dΩ or by replacing properly
in the quantification the inelastic mean free path by
the effective attenuation length (see [4, 5, 8, 9] for
details). In fact, the splitting in Eq. 1 of the intensity
energy response function of the apparatus (or étendue)
as a product RF (EK) = ∆ΩTF (EK)A(EK) is already
a simplification as the acceptance angle of the analyser
and the irradiation may vary with the position across
the sample surface [10–13]. For a constant concentration
profile that is to say a bulk homogeneous material, the
integral in Eq. 1 reduces to niλim(EK) cos θ. Eq. 1
ignores photo-diffraction effects and is more suited for
polycrystalline or ill-crystallized samples. It involves
parameters that are calculated or tabulated [σ∗i (hν,EK)

Preprint submitted to Journal of Electron Spectroscopy and Related Phenomena July 1, 2022



and Wi(hν,EK , θX) [14–16], λim(EK) [17–22]] and others
that are related to the instrument and the geometry
of measurement [Φ, D(Ep), TF (EK), A(EK), θX , θ].
Since absolute intensity measurements are impossible,
information about the concentration of an element is
usually obtained through ratios of core level peak areas
using a reference core level of the matrix. At constant
x-ray flux, pass energy and angles, the remaining un-
known in the quantification is then the intensity/energy
response function of the apparatus RF (EK) that plays
a paramount role when comparing results obtained
from different spectrometers [7, 11, 23]. Therefore
poor results in terms of quantification may be obtained
when using general empirical databases of relative sensi-
tivity factors [24] if RF (EK) is not properly accounted for.

For a concentric hemispherical photoemission analyser,
TF (EK) = LF (EK)HF (EK) can be decomposed into the
contributions [23, 25] (i) of the input lens column LF (EK)
that combines the focusing and retardation lenses and
(ii) of the concentric hemisphere itself HF (EK). While
the pass energy Ep drives the resolution ∆EK , HF (EK)
scales with Ep and therefore depends on the selected
working mode. In the fixed analyser transmission (FAT)
mode at fixed Ep and therefore fixed ∆EK as commonly
used in photoemission, HF (EK) is constant. In the
fixed retardation ratio (FRR) mode for which the ratio
R = EK/Ep (and also the relative resolution ∆EK/EK)
is constant, HF (EK) scales as 1/EK

1. The FRR mode
is preferred for Auger spectroscopy to enhance transmis-
sion at low kinetic energy. In the absence of paraxial
aberrations, as the entry angles of the hemisphere are
fixed and thus determine the exit angles from the input
lens, LF (EK) can be directly derived from the Abbe sine
condition of optics (or Helmholtz-Lagrange in electron
optics) [13, 23, 25, 27] for a fixed magnification. In
FAT mode, LF (EK) follows a 1/EK trend while in FRR
mode, it is constant. Combining the transmissions of
both elements LF (EK) and HF (EK), an aberration-free
or perfect analyser behaves as TFATF (EK) ∝ 1/EK in
FAT mode and as TFRRF (EK) ∝ EK in FRR mode.
However, a real apparatus through the lens settings and
the presence of various apertures to define the beam
exhibits all kinds of aberrations, not speaking about
internal electron scattering [28], and therefore deviates
from this theoretical behaviour [11–13, 23, 25–27, 29–37].
Moreover, using a scanning electron gun as a point source
for imaging, Mahjoub et al. [13] demonstrated that,
at variance to common assumptions in photoemission
quantification, the area probed by the analyser does
depend on kinetic energy even with an unmonochromated
non-focused source. Added to the convolution between

1As the detector efficiency poorly depends on pass energy for
commonly used values if the counting rate is not too high, it does
not contribute to the overall transmission of the analyser itself even
in FRR mode [26]. Of course, in FAT mode, this latter is constant.

the sample size and irradiated area in A(EK), this leads
to a global apparatus response that is different from the
transmission function of the analyser itself [7].

Besides a complete and complex simulation of electron
ray tracing for a given apparatus design [12, 36] (that is
often unfortunately proprietary!), several experimental
and practical calibration methods [7, 11, 23, 25–27, 30, 34–
36, 36–39] have put forward to determine RF (EK), (often
mixed up with TF (EK)) leading still to a power law trend
in FAT mode.
Cross and Castle [25] proposed to make the intensity ratio
IFAT (EK)/IFRR(EK) of spectra acquired in FAT and
FRR modes to get rid off of the sample peaks and to reveal
the apparatus transmission function. For an ideal anal-
yser, IFAT (EK)/IFRR(EK) ∝ 1/E2

K . By assigning most
of the optical aberrations to the transmission function in
FAT mode via an exponent TFATF (EK) ∝ 1/EαK , the fit
of the ratio IFAT (EK)/IFRR(EK) gives directly α. Nev-
ertheless, the underlying assumption of TFRRF (EK) ∝ EK
remains not clearly justified [30]. This methodology was
applied by Ruffieux et al. [34] to an analyser similar to
one tested herein. They found a nearly ideal behaviour
with α ' 1 but only on restricted ranges of kinetic
energies [34].
Based on tabulated photo-ionisation cross sections and
inelastic mean free paths, Eq. 1 can also be used to deter-
mine the analyser response function for known reference
samples [26, 27, 35, 36]. Besides inherent uncertainties
in the databases used [4, 21] and the question of con-
tamination, there are drawbacks of this ”first-principle”
method (also called Quantified Peak Area Approach,
QPA). Firstly, the RF (EK) function is only sampled at
the available kinetic energies of the studied material core
levels, thus requiring many reference samples usually
metals but also ionic liquids [40]) an ad hoc interpolation
function. Secondly, the zero loss line areas in particular
for small intensity peaks [41, 42] are quite sensitive to the
background used to derive them.
True photoemission spectra (i.e. absolute spectra with all
instrumental terms removed) of clean sputtered coinage
metals such as Ag, Au, Cu are also available to calibrate a
given instrument [7, 11, 23, 35, 36, 38]. But this procedure
(the so-called Survey Spectra Approach, SSA) requires
a spectrum of a clean reference material measured with
the same excitation source and with similar experimental
geometry and resolution to minimise issues related to the
spectra ratio. If an ion gun is not available to clean the
sample but a charge compensation tool is, low-density
polyethylene turned also to be a good candidate for such
a calibration method due its large background and few
intense features, but at the expense of longer acquisition
times and of dark noise measurement [37, 39].
Beyond the ability to polarise the sample, the bias
method [30, 33] requires measurements at different volt-
ages on signal background. It assumes that the additional
electric field due to the polarised sample manipulator has
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a negligible impact on the transmission function. Based
on the Liouville theorem applied to the propagation of
charged particles, Triguiero et al. [27] proposed also to
determine a correction function by biasing the sample
at much higher voltage to shift one core level to the
kinetic of an other one prior to measure the transmission
function at any kinetic energy. Still, the method relies
on some tabulated parameters [σ∗(EK) and λ(EK)] and
peak intensity integration.
Other authors exploited the dependence of the back-
ground signal in pass energy at constant kinetic energy
to deduce the exponent α of the transmission function
in FAT mode [26, 31, 32]. But this assumes a separable
relationship between both variables and that the detector
efficiency or the electron scattering inside the concentric
hemispherical analyser [28] do not change with pass
energy.

Most of the proposed calibration methods are either
time consuming, rely on restrictive assumptions or require
some instrumental specificity. In the present paper, an
algorithm for retrieval of the analyser intensity/energy
response function is developed using the inelastic back-
ground of a wide spectrum. Aside the inelastic electron
scattering cross section, the method does not require any
tabulated data, true spectrum or polarisation; experi-
mentally, the measurement is performed only on a clean
metallic polycrystalline reference (such as Ag) as often
already present in any photoemission setup for calibration
purposes.

The article is organised as follows. After an experimen-
tal part (Sect. 2), the underlying concepts of the algorithm
are detailed in Sect. 3. After a test on simulated data
(Sect. 4.1), it is then applied successfully in Sects. 4.2-4.3
to actual measurements on various metals with two dif-
ferent analysers working in the two usual acquisition FAT
and FRR modes. The approach is finally validated against
tabulated relative sensitivity factors (Sect. 4.4).

2. Experimental

Experiments have been performed on two different
vacuum vessels involving two different photoemission
apparatuses (base pressures in the low 10−10 mbar).
The first one involves a 125 mm radius hemispherical
analyser (EA-125 from ScientaOmicron [43]) combined
with a 5 channeltron detector and a dual Al/Mg-Kα
unmonochromated x-ray source (DAR400 from Scien-
taOmicron). Two sets of slits of circular or rectangular
shape can be selected, either at the entrance of the
hemisphere (6 × 12 mm2, φ = 6 mm, φ = 2 mm,
φ = 1 mm, 1 × 12 mm2) or in front of the detector
(1× 10 mm2, 3× 10 mm2, 5× 11 mm2). The second setup
is based on a 100 mm radius analyser (Phoibos-100 from
SPECS [44]) associated with a delay-line detector and
an Al-Kα monochromated x-ray source (XM1000 from

ScientaOmicron). Beside a similar set of slits (entrance:
0.2 × 20 mm2, 0.5 × 20 mm2, 1 × 20 mm2, 3 × 20 mm2,
7 × 20 mm2, φ = 1 mm, φ = 3 mm, φ = 7 mm; exit :
0.3 × 20 mm2, fully open with/without a mesh), an iris
in the middle of the input optical column can be varied
between 2.5 and 50 mm to suppress the most aberrated
electron trajectories; it was kept open at 15 mm for all
measurements. This function is insured in the EA-125
machine by a fixed aperture. The angle between source
and EA-125 analyser corresponds to the magic value
θX = 54.7◦ at which the asymmetry factor effect in
the photo-ionisation cross section vanishes, while the
monochromator flange on the Phoibos-100 chamber is at
θX = 35◦. On both analysers, angular acceptance and
therefore analysed area can be varied with the preselected
electron optics magnification mode [34]. Finally, both
input lens columns can work (i) in FAT mode at fixed
pass energy or (ii) in the FRR mode for which the
ratio R = EK/Ep is kept constant. Combining the
choice of the excitation source, the large set of slits, the
magnification and working modes, the intensity response
in kinetic energy of the whole measurement chain can
be varied over a large range, not speaking about the lin-
earity of the detector or the choice of the collection angle θ.

In the present study, all measurements have been
performed in a normal (θ = 0◦ for EA-125) or close to
normal (θ = 35◦ for Phoibos-100) emission configuration
either in FAT or FRR modes with Al-Kα excitation
(hν = 1486.6 eV). Spatially resolved mode with an accep-
tance area limited by the input lenses (high magnification
mode on EA-125) was selected for most measurements
with the unmonochromated source while transmission
was favoured with the smaller monochromated beam
footprint (medium area mode for Phoibos-100). Only
wide scans have been recorded for kinetic energies (EK)
ranging between ∼ 100 eV and ∼ 1470 eV. A pass energy
of 50 eV for EA-125 and 20-50 eV for Phoibos-100 was
chosen since resolution is not an issue herein; in FRR
mode, the retardation ratio was adapted to have a similar
counting rate as in FAT mode for the most intense core
level while achieving reasonable Ep at the smallest EK .
The pass energy should be large enough to avoid internal
scattering in the hemisphere and a spurious increase of
the background signal [28]. Finally, caution was taken to
measure at kinetic energies above the photon excitation
for a good estimate of the initial background. At the
opposite, the kinetic energy range below 100 eV was
not recorded to avoid detector non-linearity due to the
burst of secondary electrons in FAT mode and to have
a reasonable counting rate in FRR mode. Moreover,
beyond the lack on interesting spectroscopic features
for most materials at such energies, the trajectories of
those slow electrons are more sensitive to any disturbance
such as magnetic fields. Also the chosen energy step was
small enough (∆E = 0.05− 0.3 eV) to insure an accurate
numerical integration in the inelastic background (Eq. 2)
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and the peak areas.

Polycrystalline high-purity samples of about 1 cm2 of
Ag, Cu, Au and Zn were prepared by Ar+-sputtering
(beam energy 1 keV, current of ∼ 10µA) until the con-
tamination level by carbonaceous species and oxide was
below the detection limit on a wide scan. The obvious
advantage of those metals is their conductivity and their
relative inertness under vacuum once prepared.

3. Response function from Tougaard background:
the algorithm

Let’s call S(EK) the primary spectrum of emitted elec-
trons upon x-ray irradiation. Upon their path to the sur-
face, the electrons will suffer from inelastic collisions lead-
ing to a distorted signal M(EK) = S(EK) + B(EK) as-
sociated to an extrinsic background B(EK). For a homo-
geneous distribution of emitters, the background can be
accounted for via a integral equation [45–48] involving a
kernel K(EK , T ) corresponding to the probability per unit
of length of an energy loss T = E′K − EK for an electron
of kinetic energy EK :

B(EK) =

∫ +∞

EK

λ(EK)K(EK , E
′
K−EK)M(E′K)dE′K ,(2)

where λ(EK) is the inelastic mean free path. Note B(EK)
accounts intrinsically for multiple losses via the presence of
the M(E′K) term in the integral. Theoretically K(EK , T )
is related to an integral of the non local loss function
of the considered material. Fortunately, the product
λ(EK)K(EK , T ) depends strongly on energy loss T but
moderately on the material and on the kinetic energy EK .
In fact, finer details are smeared out by the convolution
with the intrinsic peak width, experimental resolution and
multiple scattering events [46]. For metals, their oxides
and alloys, Tougaard demonstrated that the product can
be conveniently described by the following two/three pa-
rameter functions [46–49]:

λ(EK)K(EK , T )) =
B(T −G)ΘH(T −G)

[C + (T −G)2]2
(3)

λ(EK)K(EK , T ) =
B(T −G)ΘH(T −G)

[C − (T −G)2]2 +D(T −G)2
,

where B,C,D are material dependent parameters, G
the corresponding band gap and Θ(T ) the Heaviside
function (Θ(T ) = 0 for T < 0; Θ(T ) = 1 for T > 0). The
values of the parameters were determined theoretically
from extensive dielectric calculations or experimentally
from reflection energy loss spectroscopy [47]. For most
materials, the so-called universal cross section (Eq. 3)
with C = 1643 eV2 and B ' 3000 eV2 provides sound
results [47, 50] but can be refined to include intrinsic
losses due to the sudden creation of the hole during
the photo-excitation process [51]. Depending on the
width of the cross section, more accurate results can be

obtained with the three-parameter function in particular
in the presence of narrow plasmon structure. Note
that the Tougaard background (Eq. 2) is independent
of the nature of the primary electron (that is to say
core level or Auger transitions) and is linearly addi-
tive and therefore valid for a polychromatic excitation
(i.e. for satellites and Bremsstrahlung emission of an
unmonochromated source). With usual parameters, the
background extends over several tens of electron volts
above the primary spectrum peak meanwhile, whatever
the peak line shape, this latter tend towards zero. If the
response function of the analyser is known, the Tougaard
background was shown to be better suited in terms of
quantification compared to Shirley or linear backgrounds
although it does not account for intrinsic losses [42, 52–54].

Based on these observations, an iterative algorithm to
recover the response function in kinetic energy RF (EK)
can be devised from a simple wide spectrum of a flat ho-
mogeneous sample. Its flow chart is sketched in Fig. 1.
Starting from an actual measured spectrum I(EK) =
RF (EK)M(EK), at iteration k, a trial total spectrum
M (k)(EK) is obtained by dividing I(EK) with an ini-

tial educated and sound estimate of R
(k)
F [EK , α(EK)]

that depends on a limited number of parameters within
α(EK) (see below). From M (k)(EK), an estimate of the
background B(k)(EK) is then obtained using Eq. 2 with
the most suitable two or three parameters cross section
(Eqs. 3) for the considered material. To obtain RF (EK),
the process is iterated for a new parameter set in α(EK)
until the area Ak(α) under S(k)(EK) = M (k)(EK) −
B(k)(EK) is minimal. The idea is that, over a large frac-
tion of the total spectrum M(EK) = S(EK) + B(EK) in
between core level peaks or Auger lines, the spectrum over-
laps with its background leading to a primary spectrum
S(EK) of minimal area (see for example Fig. 2). Beyond
this assumption, the algorithm is based on the validity of
the Tougaard background to grasp the right B(EK) line
shape. If some discrepancies might appear close to the
primary peak, it was already demonstrated that Eqs. 2-
3, in particular for bulk metals, give a fair estimate in a
kinetic energy range of a few tens of electron-volts below
photoemission lines [47] since multiple scattering events
undergone by electrons smooth out the exact details of
the cross section of energy loss.

In the present case, the analysis was limited to coinage
or late transition metals (Ag, Au, Cu, Zn) for which
the three-parameters cross section (Eq. 3) gives the most
accurate results with B = 4200 eV2, C = 1000 eV2,
D = 13300 eV2, G = 0 eV. If not stated, these val-
ues were used all along this work. Deviations from the
1/EK and EK behaviour of the perfect analyser in FAT
and FRR modes respectively were accounted for by power
laws [7, 26]:

RFATF (EK) = 1/E
α(EK)
K
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Figure 1: Flow chart of the proposed algorithm of response function
retrieval.

RFRRF (EK) = E
β(EK)
K , (4)

where the exponents are polynomial functions of EK :

α(EK) =

nα∑
i=0

αi

(
EK
1000

)i
β(EK) =

nβ∑
i=0

βi

(
EK
1000

)i
. (5)

To further constraint the optimisation and to better de-
scribe the actual behaviour of RF (EK) with a transition
between two nearly constant exponent values (see below),
the following effective dependence was also adopted for
both exponents α(EK) and β(EK):

α(EK) = α̃+ ∆αErf

[
EK − E0

K,α

∆EK,α

]

β(EK) = β̃ + ∆β Erf

[
EK − E0

K,β

∆EK,β

]
, (6)

where Erf(E) = 2
π

∫ E
−∞ e−t

2

dt is the error function. To
avoid convergence toward irrelevant and unphysical solu-
tions with negative intensity S(k)(EK) values, the mini-
mized cost function Ak(α) was chosen as the area of the
absolute value of S(k)(EK) instead of its actual area. Also
to favour the overlap between B(k)(EK) and M (k)(EK)
over the largest range of energy while accounting for the

inherent noise in measurement, a penalty cost controlled
by the ε and κ parameters was introduced:

Ak(α) =
1

ε+ ωk

∫
|Sk(EK)| dEK , (7)

where 0 ≤ ωk ≤ 1 is the fraction of kinetic energies
where |Sk(EK)| is close to zero within the measurement
noise N(EK) i.e. |Sk(EK)| < κN(EK). Assuming a shot
noise with a Poisson statistics, a good estimate is given
by N(EK) '

√
I(EK) with κ ' 1. For ε � ωk < 1,

the cost function strongly disadvantages unphysical
solutions for which ωk ' 0 or the response function
blows up and the intensity goes towards zero. At the
opposite limit for ε � 1 > ωk, only the area is really
minimized. Noise needs to be accounted for only in
Sk(EK) since the integral in Eq. 2 intrinsically performs
a smoothing in Bk(EK). Caution was taken to measure
spectra well above the maximum kinetic energy EmK of
the Kα emission line of the source so that, above, one can
assume no signal despite the bremsstrahlung excitation
i.e. M(EK) = S(EK) = B(EK) = 0. In practice, the
integral of Eq. 2 is then evaluated between EK and EmK
for M∗(EK) = M(EK)−M(EmK ).

The algorithm was implemented in the Igor Pro Paris
Photoemission Package [55]. To speed up calculation,
B(EK) (Eq. 2) was calculated via convolution in Fourier
space. The minimization of the cost function was
performed with the Optimize function of Igor Pro [56]
based on the line search, the dogleg trust region method
or the hookstep trust region method of More-Hebdon
algorithm [57]. The minimization was converged until
predefined relative tolerances (∼ 10−4) on the gradient
of the function and on the minimization step length. In
ill-conditioned cases too far from the actual solution, the
loop (Fig. 1) is stopped after a given number of iterations
(∼ 100) before being launched from a new trial starting
point. Search with the Corana algorithm of simulated
annealing [58] was also implemented for a more global
search of minimum.

4. Results

4.1. Algorithm test on a simulated spectrum

First of all, the algorithm was intensively tested on a
simulated wide spectrum of Ag at fixed resolution with a
known response function RF (EK) = 1/EK i.e. α(EK) =
α0 = 1 (Fig. 2). The primary spectrum S(EK) was calcu-
lated at hν = 1486.6 eV as a sum of asymmetric core level
peaks of similar width (asymmetric Voigt functions with
gaussian and lorentzian full-widths at half maximum of
0.5 and 1.5 eV respectively) at tabulated metallic binding
energies, spin orbit splittings and areas [59–61]. As ex-
pected for a semi-infinite homogeneous material, the lat-
ter were taken as the product of the calculated photo-
ionisation cross sections σ∗(hν,EK) [15] and the TPP-2M
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inelastic mean path λ(EK) [17, 22]. Auger lines and va-
lence band were mimicked by gaussian peaks which in-
tensities and broadenings were taken close to experimen-
tal ones (see Fig. 5(a)). From this simulated S(EK), the
Tougaard background B(EK) was then calculated itera-
tively using Eqs. 2-3 with B = 4200 eV2, C = 1000 eV2,
D = 13300 eV2, G = 0 eV down to a relative accu-
racy of 0.005. Their sum M(EK) = S(EK) + B(EK)
was then multiplied by the selected response function
RF (EK) = 1/EK to obtain I(EK). Finally, the over-
all intensity was scaled to match the typical experimental
counting rate before adding a Poisson noise with a vari-
ance equal to I(EK).

Fig. 2 illustrates the ability of the method to recover
exactly the initial response function with a standard algo-
rithm of smart steepest descent (red versus black dotted
lines). As shown in Fig. 3(a) for a constant α(EK) = α0

(Eq. 5), the proposed penalty of the cost function Ak(α)
(Eq. 7) helps distorting favourably the concavity of the
one-dimensional parameter space compared to a simple
criterion based on the area (blue curve with ε = 100 versus
green/red curves with ε = 0.001). The minimization can
be even more constrained towards the actual solution by
decreasing the κ value (green curve κ = 0.5 versus red
curve κ = 1). A polynomial exponent up to order four
(nα = 4 in Eq. 5) was then tested in the retrieval process
leading to the same type of accuracy as defined by the
curvature matrix of A(α) close to the minimum (not
shown). Nevertheless, as for any minimization process,
the main drawback is the convergence towards local
minima that do not lead to large kinetic energy ranges
where S(EK) is close to zero. In this respect, simulated
annealing can be of help but at the expense of calculation
cost (tens of minutes compared to a few seconds on a
standard computer).

Using the same theoretical curve (Fig. 2), the sensitivity
of the algorithm to the parameters of the inelastic electron
scattering cross section (Eq. 3) was then tested by vary-
ing the [B,C] values by ±20 % or by changing the gap
to 2.5 eV (Fig. 3(c)). Provided that the cross section is
normalised to the same area via the B−parameter [47],
the optimal α0 value is found within less than 0.07 from
the nominal one (Fig. 3(b)). This finding illustrates the
poor dependence of method to the exact shape of the cross
section in the primary peak region. By overweighting the
matching between M(EK) and B(EK), the algorithm is
more sensitive to the global power law decay of the cross
section a few tens of electron-volts below the zero-loss line.

4.2. Response function parametrization

Before testing the algorithm on actual spectra of
clean metal foils, the question of the arbitrariness of
the parametrization of the response function was first
tackled by looking at the ratio of spectra acquired in
FAT and FRR modes with similar slits and magnification

condition. For a perfect analyser, IFAT (EK)/IFRR(EK)
should scale with 1/E2

K while in the general case, a trend

in 1/E
α(EK)+β(EK)
K is expected. As shown in Fig. 4,

depending on the chosen apparatus configuration, the
ratio R(EK) = E2

KIFAT (EK)/IFRR(EK) can deviate
substantially from a perfect constant behaviour (dot-
ted line in Fig. 4). This was already pointed out in
Refs. [13, 34] for the same EA-125 analyser. Excluding
the low kinetic energy range EK . 250 eV where the
trend is complex (shaded area in Fig. 4), curves can be
gathered in two groups for the EA-125 analyser: (A)
a nearly perfect behaviour with a α(EK) + β(EK) − 2
value close to zero or slightly negative and (B) a nearly
symmetric change of 2 − α(EK) − β(EK) slope from a
positive to a negative value at EK ' 800 eV over a with of
∼ 200 eV. Regarding the Phoibos-100 apparatus, similar
curves show two changes of positive 2 − α(EK) − β(EK)
slope around EK ' 250 eV and EK ' 600 eV. Based
on these findings and the assumption that the FRR
response function poorly deviates from the expected
theoretical energy dependence, the two representative
groups have been analysed with (i) constant α0 exponent
(Eq. 5) and (ii) the ad hoc change of α(EK) exponent as
given by Eq. 6. The latter parametrization gives a more
meaningful description of the observed change of slope at
high kinetic energy than a simple polynomial (Eq. 5). But
to avoid increasing the number of free parameters, the
EK . 200 eV range that would require a more involved
R(EK) expression was excluded from the analysis as the
studied materials does present interesting transitions at
those energies.

4.3. Application to experimental data

First, the response function representative of group (A)
of Fig. 4 was recovered from the spectrum of the EA-
125 analyser working in FAT mode with 6 + 3 × 10 mm2

slits. For all tested metals (Ag, Cu, Au, Zn) covering
a wide range of kinetic energies of core levels and Auger
transitions, the algorithm converged readily towards an
α0 = 1.0 ± 0.1 exponent (Fig. 5); no clear improve-
ment could be obtained with a polynomial exponent (not
shown). As pointed in the analysis of R(EK) (Fig. 4), bet-
ter results are obtained if the kinetic range below ∼ 200 eV
is excluded from the analysis. Thus, this analyser fol-
lows a perfect behaviour in FAT mode as already shown in
Refs. [13, 34] but in FRR mode (Fig. 6(a)), the exponent
differs from one (β0 = 0.8±0.1) leading to the slight slope
observed in R(EK) (see Fig. 4).

Treating the second behaviour group (B) observed in the
EA-125 response function is more challenging. It is illus-
trated by the Ag case with 6+5×11 mm2 slits (Fig. 6(b)).
As suspected from the analysis of R(EK) (Fig. 4), a bet-
ter convergence for FAT mode spectrum is achieved with
the more constrained expression Eq. 6 for α(EK) than
with a simple polynomial (Eq. 5) owing to the physical
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Figure 2: Application of the algorithm of response function retrieval with [ε = 0.001, κ = 1] to a theoretical Ag wide photoemission spectrum
(see text; hν = 1486.6 eV with no satellites) : (red full line) initial simulated spectrum I(EK) including the response function and a Poisson

noise; (red dotted line) initial response function RF (EK); (orange dotted line) estimate of noise N(EK) =
√
I(EK); (black full line) retrieved

spectrum M(EK) corrected from response function; (blue full line) three-parameter Tougaard background B(EK); (green full line) retrieved
primary spectrum S(EK); (black dotted line) retrieved response function. Vertical violet sticks correspond to used tabulated core level and
Auger line positions.

Figure 3: Cost function A(α0) (Eq. 7) for a noisy theoretical Ag spectrum as function of the exponent of the response function RF (EK) =
1/Eα0

K (a) for several penalty cost parameters [ε, κ] (see text for definition) at fixed Tougaard cross section [B = 4200 eV2, C = 1000 eV2,
D = 13300 eV2, G = 0 eV] (Eq. 3) and (b) for variable [B,C,D] parameters at fixed [ε = 0.001, κ = 0.5]. The corresponding inelastic electron
scattering cross sections are plotted in figure (c) with the same color code as in (b).
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Figure 4: RatioR(EK) = E2
KIFAT (EK)/IFRR(EK) of spectra acquired in FAT and FRR modes with (a) the EA-125 apparatus (Ep = 50 eV;

R = 15; unmonochromated Al-Kα) on Ag and (b) the Phoibos-100 apparatus (Ep = 50 eV; R = 28; monochromated Al-Kα) on Au. The
dotted line stands for the behaviour of a perfect analyser. The most intense features in spectra give rise to spikes in R(EK) since resolution
differs between FAT and FRR modes. Different sets of input/output slits and preset magnification modes (HM: high magnification; MM:
medium magnification; MA : medium area) are indicated in the figure. For the EA-125 analyser, curves can be gathered into two groups: (A)
HM/6 + 3×10 mm2, HM/6×12 + 3×10 mm2; HM/2 + 3×10 mm2; MM/6 + 3×10 mm2 and (B) HM/6 + 5×11 mm2, HM/6 + 1×10 mm2,
HM/1 × 12 + 3 × 10 mm2. For the Phoibos-100 analyser, rectangular (7× 20 mm2) or circular (φ = 7 mm) input slits have been combined
with a fully opened mesh in front of the detector.
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Figure 5: Retrieval [ε = 0.001;κ = 0.5] of the response function of the EA-125 analyser run in FAT mode (Ep = 50 eV) at high magnification
with 6 + 3 × 10 mm2 slits from metallic foils: (a) Ag, (b) Cu; (c) Au; (d) Zn. Same labelling as Fig. 2. RF (EK) is fitted by a power law
1/Eα0

K with a constant exponent given in figure. The x-ray source is a Al-Kα (hν = 1486.6 eV) unmonochromated tube.
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meaning of its parameters in the definition of the start-
ing point of the minimization. The algorithm gave similar
values for all metals (α̃ ' 0.9, ∆α ' 0.5, E0

K,α ' 670 eV
and ∆EK,α ' 230 eV). In parallel, the response function
in FRR mode with such slits still obeys a power law be-
haviour with a constant exponent β0 = 0.9±0.1 (Fig. 6(c)).
In passing, within small β0 variation of about 0.1, for this
analyser, the quantity R(EK) is already a good estimate
of the response function of the apparatus in FAT mode.

However, a change of behaviour from case (A) to case
(B) can also be observed at fixed slits but variable pass
energy (Fig. 7), thus demonstrating a more complex de-
pendence than a simple EK/Ep scaling in RF (EK) as al-
ready pointed out in the literature [26, 28, 31, 32]. As
seen in Fig. 7(a), this appears as a change from a stair-
step background after each core level or Auger lines (case
Ep = 20; 30; 50 eV) to an unusual decreasing background
following each feature (case Ep = 75; 100 eV; see also
Fig. 6(b)).

Regarding the other analyser, namely the Phoibos-100
with a monochromatic excitation, a similar change in
2 − α(EK) − β(EK) slope is observed in the log-log plot
of R(EK) (Fig. 4(b)) around EK ' 600 eV but between
two positive values. Using power law behaviours with ex-
ponents given by Eq. 6, the algorithm retrieves similar
response functions for all metals for a given set of param-
eters showing the consistency of the approach (Fig. 8).
With a complete reversal from a decreasing to an increas-
ing response function at high kinetic energy when chang-
ing from rectangular (Fig. 8(a)) to circular (Fig. 8(b)) slits,
RF (EK) appears to be more sensitive to slits in FAT mode
than in FRR mode. As in the case of the EA-125 analyser,
the RF (EK)-exponent in FRR mode is close to a constant.

4.4. Comparison to theoretical relative sensitivity factors

All the provided examples clearly demonstrate the ex-
treme sensitivity of the response function to working mode,
lens magnification, pass energy and slits but also the trans-
ferability of the retrieved function from one sample to the
other. But, even if results close to previous determina-
tion for the EA-125 analyser were obtained [13, 34] the
last question is the reliability of the proposed algorithm
in terms of quantification compared to tabulated data
(Tab. 1). The 19 core level peaks of the obtained primary
spectra S(EK) for all metals and analyser settings, both
in FAT and FRR modes, have been directly integrated be-
tween fixed limits. Limits have been selected in the nearly
zero background level to include Kα3,4 satellites below the
peak if present and all the plasmon and shake-up losses
above. For the Au sample, a deconvolution of overlapping
Au 5p, Au 4f and Au 5s lines with Doniach-Sunjic profiles
at fixed theoretical branching ratios and spin-orbit split-
ings [59–61] was necessary. The obtained areas have been
plotted in Fig. 7(c) and Fig. 9 as a function of the prod-
uct (Tab. 1) of (i) the photo-ionisation cross section of the
considered core level dσ

dΩ = σ∗(hν,EK)W (hν,EK , θX) [15]

taking into account asymmetry factor if needed and (ii) the
inelastic mean free path λ(EK) obtained from the TPP-
2M formula at the corresponding kinetic energy [17, 22].
No correction from elastic scattering [4, 5, 8, 9] was ac-
counted for as, for a homogeneous sample, it was found
to be overshadowed by the uncertainties in σ∗ and λ in
the quantification except for of thin layers buried at large
depths [62, 63]. Experimental areas and theoretical prod-
ucts have been normalised by their respective sums to be
able to compare different samples by getting rid (i) of in-
tensity variations from one scan to the other and (ii) of
the atomic concentration of each metal (see Eq. 1). In line
with Refs. [42, 53, 54] showing the better reliability of the
Tougaard background for quantification, the linear correla-
tion of Fig. 7(c) and Fig. 9 fully validates the methodology
by exploring a wide range of kinetic energies from 219.6 eV
(Zn 2s) to 1429.6 eV (Au 5p) (see Tab. 1 and inset of Fig. 9)
and a great variety of response functions provided by dif-
ferent apparatuses working in FAT or FRR modes with
different lens and slit settings under (un)monochrotmated
excitations. In contrast to the Quantified Peak Area Ap-
proach [26, 27, 35, 36], this correlation is not assumed
here but a result of the algorithm. Beyond the bias of
the method due to the simplified parametrization of the
response function, deviations from the linear trend may
result from uncertainties in the dσ

dΩ (EK)λ(EK) theoreti-
cal parameters that can reach up to 20 % [14–22] or from
the assumption of a homogeneous flat sample described
by the Tougaard background. But most importantly, the
bunching of all measurements within ±10 % for each core
level reinforces the consistency of the analysis method in
very different situations and sets the level uncertainty of
the present approach. Even if there is still some room
for improvement for the choice of the inelastic scattering
cross section, the parametrization of the response func-
tion, the minimization algorithm or the chosen penalty in
the cost function, the proposed method (Fig. 1) appears
quite robust. In passing, its reversed version, based on
the knowledge of RF (EK), could be used to determined
the unknown Tougaard background parameters of a given
sample.

5. Conclusion

A method of retrieval of the intensity/energy response
function of a photoemission hemispherical analyser based
on the measurement of a wide spectrum of a reference
metal (Ag, Cu, Au, Zn) has been described. From only
the knowledge of the Tougaard cross section of inelastic
losses, the parametrized response function is determined
by minimizing the area of the primary spectrum with some
constraints. The method has been tested successfully both
at fixed pass energy and fixed retardation ratio on two dif-
ferent analysers with different lens and slits settings and
x-ray source focusing and validated a posteriori on tab-
ulated relative sensitivity factors. This study opens in-
teresting perspectives for a rapid intensity calibration of
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Figure 6: Same as Fig. 5 for Ag : (a) FRR (R = 15) mode with 6 + 3 × 10 mm2 slits; (b) FAT (Ep = 50 eV) mode with 6 + 5 × 11 mm2

slits; (c) FRR (R = 15) mode with 6 + 5× 11 mm2 slits. Analysis was performed with power laws with a constant exponent (Eβ0K ) or with a
α(EK) exponent given by Eq. 6. Parameters are given in figure.
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Figure 7: (a) Ag spectra recorded in FAT mode on the EA-125 analyser with fixed 6+3×10 mm2 slits and variable pass energy. (b) Retrieved
response functions with Eq. 6. (c) Corresponding core level areas as a function of their theoretical values dσ/dΩ(hν,EK , θX)λ(EK) (values
are normalized by the sum; see text for explanation).

Figure 8: Response function of the Phoibos-100 analyser retrieved from Ag, Au, Cu and Zn wide spectra acquired in FAT (Ep = 50 eV; full
lines) and in FRR (R = 22 for Ag and R = 28 for Au, Cu, Zn; dotted lines) modes with a (a) rectangular (7 × 20 mm2) and (b) circular
(Φ = 7 mm) input slit and a open mesh in front of the detector.
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Figure 9: Areas of all core levels for all apparatus, metals and lens/slit settings as a function of their tabulated relative sensitivity factors
dσ
dΩ

(hν,EK , θX)λ(EK) (see text). For comparison, areas have been normalized to their sum for a given spectrum while, for comparison, the
abscissa have been rescaled to the sum of the theoretical relative sensitivity factors of each element. The inset shows the theoretical intensity
of the core levels of each element as a function of its kinetic energy. Error bars on experimental areas correspond to 10 %. The dotted curve
corresponds to a one-to-one linear trend.

Metal Level EB EK
dσ
dΩ λ

(eV) (eV) (norm.) (Å)
EA125/Phoi100

Ag 4p 60 1426.6 2.08 / 2.64 19.3
Ag 4s 98 1388.6 0.68 / 0.90 18.9
Ag 3d 368.3 1118.3 19.03 / 22.76 16.0
Ag 3p 573 913.6 12.7 / 16.00 13.8
Ag 3s 719 767.6 3.15 / 4.18 12.2
Au 5p 57 1429.6 1.69 / 2.17 16.0
Au 4f 84 1402.6 19.31 / 22.55 15.8
Au 5s 110 1376.6 0.59 / 0.78 15.6
Au 4d 335 1151.6 21.07 / 25.31 13.6
Au 4p 547 939.6 9.41 / 11.89 11.8
Au 4s 643 843.6 2.69 / 3.57 10.9
Cu 3p 75 1411.6 2.54 / 3.16 20.1
Cu 3s 123 1363.6 1.00 / 1.32 19.6
Cu 2p 932.7 553.9 26.44 / 32.57 10.1
Cu 2s 1097 389.6 5.77 / 7.64 8.0
Zn 3p 89 1397.6 2.84 / 3.55 22.3
Zn 3s 140 1346.6 1.07 / 1.42 21.7
Zn 2p 1021.8 464.8 30.05 / 36.88 10.0
Zn 2s 1195 291.6 6.08 / 8.04 7.5

Table 1: List of parameters of the herein studied core levels: binding
energy (EB), kinetic energy (EK) for Al-Kα source, photo-ionisation
cross sections accounting for asymmetry factor dσ

dΩ
(normalized to the

C 1s one) for EA-125/Phoibos-100 configurations [15] and TPP-2M
inelastic mean free path (λ) [19, 22].

photoemission setups since it requires only the measure-
ment of a wide spectrum of a common reference metallic
polycrystalline material and it is not based on the knowl-
edge of the inelastic mean free paths or photo-ionisation
cross sections at a limited number of core levels.
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