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Abstract

We develop a global setting for modeling thermo-visco-elastic materials
that satisfy the principles of thermodynamics and are properly invariant.
This setting encompasses many known solid and fluid models, as well as
new models with internal variables that generalize the Maxwell rheological
model. Complex fluid models such as the Oldroyd B model are shown to
belong to the above general family of models. The specific Oldroyd B
model is however found to be seriously lacking in terms of satisfying the
second principle of thermodynamics. On the contrary, a second complex
fluid model based on the Zaremba-Jaumann derivative is shown to satisfy
the second principle of thermodynamics.

1 Introduction
Following a long tradition that started with [22] and [2] and that is still active
to this day, we present in this article a unifying and comprehensive framework
for thermo-visco-elastic material models with internal variables that first and
foremost obey the principles of thermodynamics. We put special emphasis on
obtaining three-dimensional, nonlinear and properly invariant models that cover
a wide spectrum of material behavior.

After a brief review of notation, basic thermodynamical concepts and proper
invariance principles, we introduce in Section 3 an extended set of thermody-
namic variables that includes the velocity gradient and two kinds of internal
variables. The internal variables denoted by Ξ are governed by an ordinary
differential equation and play a crucial role in questions related to the second
principle and dissipation, whereas the internal variables denoted by Π are fea-
tured for purposes of generality, even though their role is less crucial in terms of
thermodynamics. This extended set of thermodynamic variables does not seem
to appear all at once in the literature, as far as we are aware.

We then perform the classical Coleman-Noll procedure in complete detail,
based on assumed constitutive laws in the above thermodynamic variables for
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the first Piolà-Kirchhoff stress, the heat flux, the entropy and the Helmholtz
free energy, complemented by a flow rule for the internal variables Ξ. We thus
obtain a set of conditions on these constitutive laws that are necessary and suf-
ficient for the second principle of thermodynamics to be satisfied by this class
of materials. These conditions extend well known conditions such as the rela-
tionship between the entropy and the free energy, or the decomposition of the
stress into a thermoelastic part and a dissipative part, see Proposition 3.1. We
show in particular that the free energy does not depend on the velocity and tem-
perature gradients, nor on the internal variables Π. We then discuss conditions
under which the Clausius-Duhem inequality is equivalent to the Clausius-Planck
inequalities for the materials under consideration.

We introduce next dissipation potentials in all thermodynamic variables that
yield pairs of constitutive laws for the dissipative part of the stress and for the
flow rule that satisfy the mechanical part of the Clausius-Planck inequalities by
design.

We then turn in Section 4 to frame-indifference and material symmetries
issues, when there are no internal variables. We characterize all constitutive
laws for the stress tensor expressed in terms of the deformation and velocity
gradients (plus temperature) that are frame-indifferent. This characterization
does not seem to be widely known, see Proposition 4.1. We also focus on frame-
indifference for dissipation potentials and its consequences.

Next, we analyze frame-indifference for the heat flux and thermal symme-
tries. In particular, in Proposition 4.10, we give a complete description of
isotropic heat fluxes that is more comprehensive than the results found in the
literature, which generally assume unnecessarily stringent invariance conditions.
We also describe all fluid heat fluxes.

In the remainder of the article, Section 5, we consider several very different
examples. These obviously include elastic and thermo-elastic solids and fluids as
well as kinematically viscous solids and fluids (Reiner-Rivlin fluids, compressible
Newtonian fluids). We also introduce in Section 5.3 a new family of visco-
elastic materials with internal variables that are generalizations of the classical
Maxwell rheological model, which we call nonlinear 3d Maxwell models. These
models are based on a free energy of the form Âm(F, Fi) = Ŵ (FF−1

i ), where
F is the deformation gradient, Fi is an internal variable acting as an internal
viscous strain and Ŵ is any frame-indifferent nonlinearly elastic stored energy
function. We pair this free energy with appropriate frame-indifferent dissipation
potentials to produce flow rules that are compatible with the mechanical part of
the Clausius-Planck inequalities. The issue of frame-indifference is nonstandard
here, because of the presence of the internal variable, and requires independent
developments. The same goes for material symmetries. In particular, we give
specific examples of isotropic solid nonlinear 3d Maxwell materials as well as
fluid nonlinear 3d Maxwell materials, which are all frame-indifferent and satisfy
the second principle of thermodynamics. We finally indicate that our nonlinear
3d Maxwell materials can exhibit stress relaxation.

In a similar spirit, we also introduce nonlinear 3d frame-indifferent general-
izations of the Kelvin-Voigt and generalized Maxwell rheological models. These
new models are capable of exhibiting creep and both stress relaxation and creep
respectively.

Finally, in Section 5.5, we propose a critical look at Oldroyd B complex fluids
in the light of thermodynamical requirements. Indeed, we provide numerical ev-
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idence that the naive formulation of internal dissipation, σ : d, can take strictly
negative values, which thus violate the Clausius-Planck inequalities. The same
holds true for a similar complex fluid model obtained by replacing the Oldroyd
B derivative by the Zaremba-Jaumann derivative. We then proceed to show
that both Oldroyd B and Zaremba-Jaumann fluid models, and similar models
obtained from more general objective derivatives, can be recast as viscous fluid
models with an internal variable—the polymer part of the stress—and are thus
actually part of our general scheme developed above. We show that, in the
Oldroyd B case, it is impossible to find a free energy that makes the corre-
sponding dissipation nonnegative, so that the Clausius-Planck inequalities are
also always violated by an Oldroyd B fluid viewed as a viscous fluid with an
internal variable. On the contrary, the Zaremba-Jaumann fluid admits a very
simple free energy for which the mechanical part of Clausius Planck inequality
is satisfied, thus bringing to light a striking thermodynamic difference between
these two superficially similar complex fluid models and casting doubts on the
thermodynamic viability of the Oldroyd B model.

2 Thermomechanical background
This section is mainly to fix notation, everything being otherwise well known.
A few references for this material are [7] and [22]. We use the convenient ty-
pographical convention of denoting any quantity pertaining to the Lagrangian
description with an uppercase letter and the corresponding Eulerian quantity
with the corresponding lowercase letter, inasmuch as possible. This rule however
suffers a few exceptions.

2.1 Kinematics
The Lagrangian description of a material body consists in considering an ar-
bitrary reference configuration Ω, which is an open subset of R3, the points of
which X are used to label the material particles composing the body. Their
motion is described by a deformation mapping (X, t) 7→ ϕ(X, t) ∈ E, where E
is the physical Euclidean three-dimensional space. The deformed configuration
at time t is ϕ(Ω, t). We will assume throughout that ϕ is sufficiently regular, in-
vertible and orientation preserving for fixed t. We denote by V (X, t) = ∂ϕ

∂t (X, t)

the velocity of the particles, and by Γ(X, t) = ∂2ϕ
∂t2 (X, t) their acceleration. The

deformation gradient is denoted F (X, t) = ∇Xϕ(X, t) with Jacobian J(X, t) =
detF (X, t), and the deformation rate is H(X, t) = ∇XV (X, t) = ∂F

∂t (X, t).
In the Eulerian description, we are interested in what actually happens in

physical space-time at given points (x, t) ∈ E × R. The connection with the
Lagrangian description happens when (x, t) = (ϕ(X, t), t). In this case, the
velocity of particules is v(x, t) = V (ϕ−1(x, t), t) and their acceleration

γ(x, t) = Γ(ϕ−1(x, t), t) =
∂v

∂t
(x, t) +

(
∇xv(x, t)

)
v(x, t).

This is a particular case of the more general material derivative for any differ-
entiable function defined on space-time with values in a normed vector space
τ : E × R → F , which is simply

τ̇(x, t) = dτ(x, t)(v(x, t), 1),
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(assuming v to be defined everywhere for simplicity) so that

τ̇ =
∂

∂t
(τ ◦ Φ) with Φ(X, t) = (ϕ(X, t), t).

Indeed, γ = v̇. We also use the notation h(x, t) = ∇xv(x, t) = ∇XV (X, t)F−1(X, t),
with the understanding that (x, t) = Φ(X, t), for the Eulerian velocity gradient,
whose symmetric part d(x, t) = 1

2

(
h(x, t)T +h(x, t)

)
is the stretching tensor and

antisymmetric part w(x, t) = 1
2

(
h(x, t)T − h(x, t)

)
is the spin tensor.

2.2 Dynamics
Any subbody A ⊂ Ω contains a certain amount of mass M(A) =

∫
A
P(X) dX,

where the letter P is a capital rho, denoting a given function that represents
the mass density in the Lagrangian description. It is assumed that this function
does not depend on t, so that there is no mass transfer during deformations
and mass is conserved, M(A) =

∫
ϕ(A,t)

ρ(x, t) dx, where ρ is the actual Eulerian

mass density, ρ(ϕ(X, t), t) = P(X)
J(X,t) . This is equivalent to the classical mass

conservation law
ρ̇+ ρ divxv = 0 in ϕ(Ω, t).

The fundamental law of dynamics or conservation of momentum applied to
any subbody and the Cauchy axiom imply the existence of the Cauchy stress
tensor σ in the Eulerian description, which satisfies the dynamics equation

ρv̇ − divxσ = b,

σT = σ,

in ϕ(Ω, t), where b is the applied body force density. There may or may not be
additional traction conditions on part of the boundary of ϕ(Ω, t). The Eulerian
formulation is somewhat unwieldy since ϕ(Ω, t) is unknown in general (except
say for fluids filling a container).

In this respect things look more controllable in the Lagrangian description.
First of all, there is no mass conservation law. The first Piolà-Kirchhoff stress
tensor is classically introduced as

TR(X, t) = σ(ϕ(X, t), t) cofF (X, t),

where cofF denotes the cofactor matrix of F . After pulling back the applied
body force density to the reference configuration by B(X, t) = J(X, t)b(ϕ(X, t), t),
the dynamics equation assume the Lagrangian form

PΓ− divXTR = B, (1)

FTT
R = TRF

T , (2)

in Ω.

2.3 The first principle
From now on, heat must be taken into account. It is assumed that there is
a supplied volumic thermal power density r as well as thermal power flowing
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through surfaces via a heat flux vector q (whose existence can be deduced from
an adapted version of Cauchy’s axiom) that contribute to the thermal power
affecting any subbody according to

QA(t) =

∫
ϕ(A,t)

r(x, t) dx−
∫
∂ϕ(A,t)

q(x, t) · nϕ(A,t) dσ

where dσ denotes the surfacic measure and nϕ(A,t) is the unit exterior normal
vector to ϕ(A, t). One also has to consider the internal mechanical power

PA,int(t) =

∫
ϕ(A,t)

σ(x, t) : ∇xv(x, t) dx =

∫
ϕ(A,t)

σ(x, t) : d(x, t) dx

where the colon denotes the usual Frobenius inner product of 3× 3 matrices (σ
is symmetric thus the spin tensor w does not contribute to mechanical power).

The first principle can be stated as the fact that the internal energy EA(t)
in any subbody A varies in time according to the sum of these powers,

E ′
A(t) = PA,int(t) +QA(t). (3)

It is assumed that this energy functional has a specific density

EA(t) =
∫
ϕ(A,t)

ρ(x, t)em(x, t) dx,

then equation (3) is equivalent to the so-called energy equation

ρėm = σ : d+ r − divxq.

Also note that the energy is defined up to an additive constant, only energy
differences are physically significant.

To express the same relations in the Lagrangian description, we first need
to perform a Piolà transform on the heat flux

Q(X, t) = (cofF (X, t))T q(ϕ(X, t), t)

and introduce the reference specific energy density Em, such that

EA(t) =
∫
A

P(X)Em(X, t) dX.

The energy equation then becomes

P
∂Em

∂t
= TR : ∇XV +R− divXQ, (4)

where R denotes the Lagrangian thermal power source.

2.4 The second principle
The dynamics and energy equations actually are equations that will eventually
govern the evolution, although they are still incomplete at this stage. The second
principle is of a different nature since it precludes some of these evolutions.
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In the Eulerian description, it is assumed that there exists an absolute tem-
perature field θ > 0 and that each subbody contains a certain amount of a
quantity called entropy SA(t). The second principle stipulates that the follow-
ing inequality must always hold

S ′
A(t)−

∫
ϕ(A,t)

r(x, t)

θ(x, t)
dx+

∫
∂ϕ(A,t)

q(x, t) · nϕ(A,t)

θ(x, t)
dσ ≥ 0. (5)

This inequality is known as the Clausius-Duhem inequality. Note that if the
inequality is strict for a certain evolution in time, then the corresponding time-
reversed evolution with time-reversed entropy and opposite time-reversed heat
sources and heat fluxes cannot satisfy it. Such an evolution is called irreversible.

It is also assumed that the entropy has a specific density

SA(t) =

∫
ϕ(A,t)

ρ(x, t)sm(x, t) dx,

then (5) is equivalent to the differential inequality

ρṡm − r

θ
+

divxq

θ
− q · ∇xθ

θ2
≥ 0,

also referred to as the Clausius-Duhem inequality.
In the Lagrangian description, we have a specific entropy density Sm such

that SA(t) =
∫
A
P(X)Sm(X, t) dX and a temperature field Θ(X, t) = θ(ϕ(X, t), t)

and the Clausius-Duhem inequality reads

P
∂Sm

∂t
− R

Θ
+

divXQ

Θ
− Q · ∇XΘ

Θ2
≥ 0.

The Clausius-Duhem inequality is in particular satisfied when the following
inequalities, known as the Clausius-Planck inequalities are satisfied

ρθṡm − r + divxq ≥ 0 and q · ∇xθ ≤ 0,

PΘ
∂Sm

∂t
−R+ divXQ ≥ 0 and Q · ∇XΘ ≤ 0.

We will see later on situations in which the Clausius-Planck inequalities actually
follow from the Clausius-Duhem inequality and situations where they do not.

There are many quantities called free energies in the literature. The one free
energy that is the most adapted to our purposes is the Helmholtz free energy,
which is defined by

am = em − θsm, Am = Em −ΘSm,

in both descriptions. The main advantage of the Helmholtz free energy is that
it can be used to rewrite the Clausius-Duhem inequality in a way that does not
involve any heat source terms but only internal quantities, by also making use
of the energy equation. Namely,

− ρ(ȧm + θ̇sm) + σ : d− q · ∇xθ

θ
≥ 0, (6)

− P
(∂Am

∂t
+ Sm

∂Θ

∂t

)
+ TR : ∇XV − Q · ∇XΘ

Θ
≥ 0. (7)
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Indeed, the conjunction of the above inequality with the energy equation is
equivalent to the Clausius-Duhem inequality also with the energy equation, and
it turns out to be a convenient expression of the second principle for constitutive
purposes.

The sum of the first two terms in (6) and (7) is called the internal dissipation,

dint = −ρ(ȧm + θ̇sm) + σ : d, Dint = −P
(∂Am

∂t
+ Sm

∂Θ

∂t

)
+ TR : ∇XV, (8)

in Eulerian and Lagrangian descriptions. Note that 1
detF Dint = dint at corre-

sponding points since dissipation is not given as a specific density. The Clausius-
Duhem inequality now reads

dint −
q · ∇xθ

θ
≥ 0, Dint −

Q · ∇XΘ

Θ
≥ 0, (9)

and the Clausius-Planck inequalities now read

dint ≥ 0, q · ∇xθ ≤ 0, (10)
Dint ≥ 0, Q · ∇XΘ ≤ 0. (11)

2.5 The principle of frame-indifference
The principle of frame-indifference is related to the isometries of E, see [22],
[6] for a more in-depth discussion. It can be formulated as follows. Given any
time-dependent translations t 7→ a(t) ∈ E and rotations t 7→ R(t) ∈ SO(3), we
consider two evolutions of the same body for which the correspondence (x∗, t) =
(a(t)+R(t)x, t) actually holds between material points. Then the corresponding
stresses and heat fluxes should satisfy

σ∗(x∗, t) = R(t)σ(x, t)R(t)T

and
q∗(x∗, t) = R(t)q(x, t).

In addition, scalar fields must be invariant under the same circumstances. For
instance, with similar notation,

a∗m(x∗, t) = am(x, t).

In the Lagrangian description, the above situation corresponds to considering
two deformations (X, t) 7→ ϕ(X, t) and (X, t) 7→ a(t) + R(t)ϕ(X, t), i.e., the
second deformation is a rigid motion superimposed on the first deformation,
with

T ∗
R(X, t) = R(t)TR(X, t), (12)

Q∗(X, t) = Q(X, t), (13)
A∗

m(X, t) = Am(X, t). (14)

The principle of frame-indifference will be used later on to impose restrictions
on acceptable constitutive laws of various kinds.
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3 Thermo-visco-elastic materials with internal vari-
ables

As mentioned before, the equations and inequalities so far apply to all materials
and thus cannot be complete. What is needed to describe specific materials are
constitutive laws that express the quantities above as functions of thermody-
namic variables, thus yielding evolution PDE problems that may have a chance
to have solutions, usually under additional hypotheses, and that may be used
for numerical simulation purposes. Both aspects are outside of the scope of this
article. We will not be overly concerned with regularity issues and assume that
all constitutive laws are smooth enough for all computations to be correct.

3.1 Constitutive assumptions
The following considerations are mostly in the Lagrangian description, but can
also be developed in the Eulerian description. We are interested in materials
the constitutive laws of which depend on an extended set of thermodynamic
variables, namely F standing for ∇Xϕ(X, t), H standing for ∇XV (X, t), Θ
standing for Θ(X, t), and G standing for ∇XΘ(X, t), with in addition two kinds
of internal variables, Ξ ∈ Rk that eventually intervene in the free energy and
Π ∈ Rm that do not. This is quite a general framework. Considering H as a
thermodynamic variable does not seem to be very common, even though it was
advocated in [2], see also [22], [20], all without internal variables. Such materials
can be considered to fall into the category of simple materials defined in [22],
albeit not in a thermodynamical context. We refer to [8], [9] or [12] for models
with internal variables.

We thus assume that we are given functions

T̂R : Ω×M+
3 ×M3 × R∗

+ × R3 × Rm × Rk → M3,

Q̂ : Ω×M+
3 ×M3 × R∗

+ × R3 × Rm × Rk → R3,

Ŝm : Ω×M+
3 ×M3 × R∗

+ × R3 × Rm × Rk → R,

Âm : Ω×M+
3 ×M3 × R∗

+ × R3 × Rm × Rk → R,

which serve as constitutive laws for the first Piolà-Kirchhoff stress, the heat flux,
the entropy, and the free energy respectively, in the sense that

TR(X, t) = T̂R(X,F (X, t), H(X, t),Θ(X, t), G(X, t),Π(X, t),Ξ(X, t)),

and so on, writing G(X, t) = ∇XΘ(X, t) for brevity. All thermodynamic and
internal variables are assumed to enter all constitutive laws in accordance to
Truesdell’s equipresence principle, [22]. To shorten an already cumbersome
notation, we will from now on drop the dependence on X, which is there to
account for possible inhomogeneity and does not play much of a role in the
sequel.

Internal variables are assumed to represent other physical processes that
might be present. They are not necessarily observable. They can be scalar-
valued, vector-valued or tensor-valued, we regroup all these possibilities within
a generic Rm or Rk. The two kinds of internal variables we consider are dis-
tinguished according to whether it is possible to assign their value and that of
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their time derivative independently (Π) or not (Ξ). In practice, this means that
we assume an ordinary differential equation for Ξ of the form

∂Ξ

∂t
(X, t) = K̂(F (X, t), H(X, t),Θ(X, t), G(X, t),Π(X, t),Ξ(X, t)) (15)

where K̂ : M+
3 ×M3 × R∗

+ × R3 × Rm × Rk → Rk is another given function.
We can easily consider internal variables Ξ taking their values in some proper

subset U of Rk, in which case equation (15) must be required to leave U invari-
ant. This equation can also be generalized to a differential inclusion. We leave
aside for the moment the question of which initial condition should be imposed
on Ξ and assume as a rule the Cauchy problem to be well-posed for any given
F,H,Θ, G and Π.

The other internal variables Π typically will be solutions of evolution PDEs
that depend on which phenomena they are supposed to model. The exact form
of such PDEs is irrelevant in the ensuing analysis and will never be specified.

The Lagrangian description being arbitrary, it is worth noticing that if a
material has the above constitutive laws with respect to one reference config-
uration, it has constitutive laws of the same form with respect to any other
reference configuration (the variable X needs to be retained for this though).

3.2 The Coleman-Noll procedure
We will now perform the Coleman-Noll procedure, [3], to determine the restric-
tions that the second principle, in conjunction with the first principle and the
dynamics equation, imposes on the above constitutive laws.

Proposition 3.1. The principles of thermodynamics and the dynamics equation
imply that

i) the specific free energy density Âm is only a function of F , Θ and Ξ,
ii) the specific entropy density Ŝm is only a function of F , Θ and Ξ with

Ŝm(F,Θ,Ξ) = −∂Âm

∂Θ
(F,Θ,Ξ),

iii) there is a natural additive decomposition of stress into a thermoelastic
part TRe and a dissipative part TRd, with constitutive laws

T̂Re(F,Θ,Ξ) = P
∂Âm

∂F
(F,Θ,Ξ) and T̂Rd = T̂R − T̂Re

yielding a constitutive law for the internal dissipation

D̂int(F,H,Θ, G,Π,Ξ) = T̂Rd(F,H,Θ, G,Π,Ξ) : H

− P
∂Âm

∂Ξ
(F,Θ,Ξ) · K̂(F,H,Θ, G,Π,Ξ), (16)

satisfying the dissipation inequality

D̂int(F,H,Θ, G,Π,Ξ)− Q̂(F,H,Θ, G,Π,Ξ) ·G
Θ

≥ 0. (17)

Conversely, if the constitutive laws satisfy i), ii) and iii), then the second
principle is satisfied.
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Proof. The Coleman-Noll procedure consists in testing the Clausius-Duhem in-
equality with carefully chosen fields ϕ(X, t) and Θ(X, t), plus chosen internal
variable evolutions. For this to be acceptable, it must be checked beforehand
that such arbitrary, smooth enough evolutions can be solutions of the dynamics
equation (1) and of the energy equation (4), at least in principle. This is indeed
obtained by adjusting the source terms, namely the applied body force density
for the dynamics equation

B(X, t) = PΓ(X, t)−divX T̂R(F (X, t), H(X, t),Θ(X, t), G(X, t),Π(X, t),Ξ(X, t))

and the heat source

R(X, t) = P
∂

∂t

(
Êm(F (X, t), H(X, t),Θ(X, t), G(X, t),Π(X, t),Ξ(X, t))

)
− T̂R

(
F (X, t), H(X, t),Θ(X, t), G(X, t),Π(X, t),Ξ(X, t)

)
: H(X, t)

+ divX

(
Q̂(F (X, t), H(X, t),Θ(X, t), G(X, t),Π(X, t),Ξ(X, t))

)
.

for the energy equation, the constitutive law for the internal energy specific
density being of course Êm = Âm +ΘŜm.

We know take the Clausius-Duhem inequality in the form (7), substitute
inside the constitutive laws and apply the chain rule. The resulting inequality
would be excruciatingly long if written in full, so we agree that all hatted quan-
tities that appear are taken at their lengthy list of arguments F (X, t), H(X, t),
Θ(X, t), G(X, t), Π(X, t), and Ξ(X, t). We thus obtain

− P
(∂Âm

∂Θ
+ Ŝm

)∂Θ
∂t

+
(
T̂R − P

∂Âm

∂F

)
: H

− P
∂Âm

∂H
: ∇XΓ− P

∂Âm

∂G
· ∂G
∂t

− P
∂Âm

∂Ξ
· ∂Ξ
∂t

− P
∂Âm

∂Π
· ∂Π
∂t

− Q̂ ·G
Θ

≥ 0. (18)

Let us choose some point X0 ∈ Ω. Let us be given any F ∈ M+
3 , H,M ∈ M3,

Θ ∈ R∗
+, G,L ∈ R3, Π,Π′ ∈ Rm and Ξ ∈ Rk. We first choose ϕ(X, t) = FX +

tHX + t2

2 MX, which is orientation-preserving for t small enough, Θ(X, t) =

Θe
(X−X0)·(G+tL)

Θ which is strictly positive. By assumption, there is an evolution
Π(X, t) such that Π(X0, 0) = Π and ∂Π

∂t (X0, 0) = Π′. There is also an evolution
Ξ(X, t) satisfying the Cauchy problem with initial datum Ξ(X0, 0) = Ξ, substi-
tuting all the other evolutions in the right-hand side of the ordinary differential
equation (15) for Ξ.

With these choices, we obtain F (X0, 0) = F , H(X0, 0) = H, ∇XΓ(X0, 0) =
M , Θ(X0, 0) = Θ, ∂Θ

∂t (X0, 0) = 0, G(X0, 0) = G, ∂G
∂t (X0, 0) = L. Letting

T̂Rd = T̂R−P∂Âm

∂F and D̂int be defined as in (16), inequality (18) at (X0, 0) then
reads

D̂int − P
∂Âm

∂H
: M − P

∂Âm

∂G
· L− P

∂Âm

∂Π
·Π′ − Q̂ ·G

Θ
≥ 0, (19)

with a similar convention that the hatted quantities take (F,H,Θ, G,Π,Ξ) as
arguments.

10



Since M ∈ M3, L ∈ R3 and Π′ ∈ Rm are arbitrary, it follows that ∂Âm

∂H = 0,
∂Âm

∂G = 0 and ∂Âm

∂Π = 0. Therefore, Âm depends neither on H, nor on G, nor on
Π, which is assertion i). Moreover, inequality (19) now boils down to (17), i.e.,
assertion iii).

We finally take ϕ(X, t) = FX + tHX, Θ(X, t) = Θ + αt + (X − X0) · G,
with Θ > 0, α ∈ R, t small enough and X in a neighborhood of X0, and the
internal variables solution of their respective equations with initial data Π, Π′

and Ξ. With this choice, we obtain F (X0, 0) = F , H(X0, 0) = H, Θ(X0, 0) = Θ,
∂Θ
∂t (X0, 0) = α, G(X0, 0) = G. At (X0, 0), inequality (18) becomes

−αP
(∂Âm

∂Θ
+ Ŝm

)
+ D̂int −

Q̂ ·G
Θ

≥ 0.

Since α is arbitrary, it follows that

Ŝm(F,H,Θ, G,Π,Ξ) = −∂Âm

∂Θ
(F,Θ,Ξ),

which depends neither on H, nor on G, nor on Π, that is to say, assertion ii).
At this point, we note that the function D̂int is actually the constitutive law

for the internal dissipation Dint defined earlier in (8).
Conversely, if all these constitutive assumptions hold, then inequality (7) is

always satisfied.

Remark 3.2. One of the main outcomes of the Coleman-Noll procedure is that,
starting from four assumed constitutive laws, the second principle implies that
there are only three master constitutive laws that can be specified independently,
namely Âm, Q̂ and T̂Rd. The constitutive laws for entropy and thermoelastic
stress are in a sense included in the free energy constitutive law.

As far as internal variables are concerned, some of them (Ξ) require a fifth
constitutive law K̂, which we will call a flow rule as it is called in certain
contexts, as right-hand side of their evolution ordinary differential equation.
The second principle makes this flow rule appear in the internal dissipation and
consequently in the dissipation inequality (17). The other internal variables (Π)
are hardly constrained by the second principle at all, except inasmuch as they
enter as arguments in the dissipation inequality.
Remark 3.3. Since inequality (7) is equivalent to the second principle in the
presence of the first principle, we thus have a set of necessary and sufficient con-
stitutive assumptions for this family of thermo-visco-elastic materials to satisfy
the second principle.

The dynamics equation now assumes the form

PΓ− divX T̂R(F,H,Θ, G,Π,Ξ) = B,

F T̂R(F,H,Θ, G,Π,Ξ)T = T̂R(F,H,Θ, G,Π,Ξ)FT ,

in Ω × I, where I is some time interval. The second relation, which reflects
the symmetry of the Cauchy stress, is more of a constitutive assumption than
an actual equation. The first equation has unknowns ϕ, Θ, Π and Ξ. It is of
second order in time with respect to ϕ, thus should be complemented with initial
conditions for ϕ and V . Additionally, boundary values and initial conditions
should be provided for all unknowns.
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Let us remark that the second principle says nothing about the well-posedness
of this system. Indeed, in the elastic case (T̂Rd = 0, Âm(F,Θ) = Ŵm(F ) +

V̂m(Θ), no internal variables), the mechanical part of the Clausius-Planck in-
equality is automatically satisfied with zero internal dissipation, irrespective of
whether or not the dynamics equations are hyperbolic.

The energy equation can be rewritten as a heat equation

−PΘ
∂2Âm

∂Θ2

∂Θ

∂t
+ divXQ̂ = D̂int + PΘ

∂T̂Re

∂Θ
: ∇XV + PΘ

∂2Âm

∂Θ∂Ξ
· K̂ +R.

Again, there is no provision in the second principle for this heat equation to be
parabolic. It can be ill-posed like a backward heat equation, but still satisfy
the second principle. Note that the internal dissipation plays the role of a heat
source, hence its name.

Finally, these equations are coupled to the evolution equations for both kinds
of internal variables Π and Ξ.
Remark 3.4. The classical Fourier law assumes the Lagrangian form

Q̂(F,G) = −k(FTF )−1G with k > 0, (20)

which corresponds to q̂(g) = −kg in the Eulerian description (so that divxq̂(∇xθ) =

−k∆xθ). Since q̂(g) · g = −k∥g∥2, or Q̂(F,G) · G = −kGT (FTF )−TG =
−k∥F−TG∥2, this law satisfies the thermal part of the Clausius-Planck inequal-
ities (10)-(11).
Remark 3.5. It was claimed earlier that if the Clausius-Duhem inequality is
strict, then the evolution is irreversible. Now the starting point of the Coleman-
Noll procedure is to be able to consider arbitrary evolutions and in the end,
the ensuing restrictions on the constitutive laws make them satisfy the second
principle for all evolutions, including the time-reversed version of any given
evolution. However, the source terms in the Coleman-Noll procedure are not
the same ones as in the previous context, but are drastically modified. In
particular, the heat sources and fluxes are not the opposite time-reversed heat
sources and fluxes of the given evolution.

This is easier seen on the Clausius-Planck version. Indeed, since G is in-
variant under time reversal, if the constitutive law for the heat flux constitutive
law is such that Q̂ · G < 0 for G ̸= 0, then it is not possible to reverse the
direction of the heat flux. Hence, the heat source for the time-reversed evolu-
tion cannot be the opposite of the time-reversed heat source in order to occur
as an entropy source or in the energy equation. Similarly, taking for instance
T̂Rd(F,H,Θ) = H (not a good choice as will be seen a little later on), then the
internal dissipation is strictly positive for H ̸= 0, but time reversal changes H
into −H and thus divX T̂Rd into − divX T̂Rd, and the body forces must be mod-
ified accordingly in the dynamics equation, which is not just by time reversal.

We can see that for our thermo-visco-elastic materials, there is no reason
in general for the Clausius-Planck inequalities to be equivalent to the Clausius-
Duheim inequality. They are however partly or totally implied by the Clausius-
Duhem inequality in certain cases.

Proposition 3.6. Assume that T̂Rd and K̂ do not depend on G. Then the
Clausius-Duhem inequality (9) implies the mechanical part of the Clausius-
Planck inequalities (10)-(11). If furthermore Q̂ does not depend on H nor on
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Ξ, then
Q̂(F,Θ, G,Π) ·G ≤ Θ inf

(H,Ξ)∈M3×Rk
D̂int(F,H,Θ,Π,Ξ). (21)

If, in addition, we assume i) that for all F ∈ M+
3 and Θ ∈ R∗

+, there exists
Ξ ∈ Rk such that ∂Âm

∂Ξ (F,Θ,Ξ) = 0 or ii) that there is no internal variable Ξ at
all, then the thermal part of the Clausius-Planck inequalities is also implied by
the Clausius-Duhem inequality.

Proof. Indeed, as T̂Rd and K̂ do not depend on G, the constitutive law D̂int

defined by (16) does not depend on G either, therefore the dissipation inequality
reads

D̂int(F,H,Θ,Π,Ξ)− Q̂(F,H,Θ, G,Π,Ξ) ·G
Θ

≥ 0.

Taking G = 0, we observe that the mechanical part of the Clausius-Planck
inequalities ensues.

Now if Q̂ does not depend on (H,Ξ), then (21) obviously holds. Of course,
the right-hand side is then nonnegative.

Finally, in case i), we take Ξ ∈ Rk such that ∂Âm

∂Ξ (F,Θ,Ξ) = 0 and H = 0
and in case ii), just H = 0, we see that the right-hand side of (21) vanishes,
which implies the thermal part of the Clausius-Planck inequalities.

Remark 3.7. Proposition 3.6 thus provides us with two rather general situations
in which the Clausius-Duhem and Clausius-Planck inequalities are equivalent,
so that nothing is lost by working with the Clausius-Planck inequalities. From
now on and for simplicity, we will assume that the internal dissipation does not
depend on G, that the heat flux does not depend on (H,Ξ), and that we are in
cases i) or ii) above.

3.3 Dissipation potentials
A natural question is how can one ensure that, given constitutive laws for the
free energy and the heat flux, the Clausius-Planck inequalities (11) hold, i.e.,
how to find an appropriate constitutive law for the dissipative part of the stress
and appropriate flow rule for the internal variables Ξ in this respect.

The thermal part of the Clausius-Planck inequalities is a requirement on Q̂
itself, namely that

Q̂(F,Θ, G,Π) ·G ≤ 0,

for all F , Θ, G, and Π. We have seen in remark 3.4 that it is satisfied by the
classical Fourier law, and we will see later on generalizations thereof that also
satisfy it.

The mechanical/internal variable part of the Clausius-Planck inequalities,

D̂int(F,H,Θ,Π,Ξ) ≥ 0,

is easily satisfied via a dissipation potential. Dissipation potentials are often
introduced in a fairly obscure fashion, so let us just stress here that they have
no a priori physical significance, even though the choice of a specific dissipation
potential should reflect some modeling concern.
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Proposition 3.8. Let P̂diss : M+
3 × M3 × R∗

+ × Rm × Rk → R+ be a function
that is convex with respect to (H,Λ), where Λ ∈ Rk is the last variable, and such
that P̂diss(F, 0,Θ,Π, 0) = 0. Then the constitutive laws

T̂Rd(F,H,Θ,Π,Ξ) =
∂P̂diss

∂H

(
F,H,Θ,Π,

∂Âm

∂Ξ
(F,Θ,Ξ)

)
and

K̂(F,H,Θ,Π,Ξ) = − 1

P

∂P̂diss

∂Λ

(
F,H,Θ,Π,

∂Âm

∂Ξ
(F,Θ,Ξ)

)
are such that D̂int(F,H,Θ,Π,Ξ) ≥ 0 for all values of its arguments.

Proof. This is due to the fact that a positive, differentiable, convex function J
with J(0) = 0 is such that ⟨dJ(u), u⟩ ≥ 0. Here we consider F , Θ and Π as
parameters, u = (H,Λ) and J(u) = P̂diss(F,H,Θ,Π,Λ), from which it follows
that

∂P̂diss

∂H
(F,H,Θ,Π,Λ) : H +

∂P̂diss

∂Λ
(F,H,Θ,Π,Λ) · Λ ≥ 0,

and it suffices to take Λ = ∂Âm

∂Ξ (F,Θ,Ξ) to obtain the desired inequality.

So dissipation potentials are more like recipes to construct dissipative con-
stitutive laws, given the fact that it is easier to check that a function is non-
negative, convex and 0 at the origin than to construct T̂Rd and K̂ from scratch.
Note that we could also introduce a similar notion of diffusion potential to con-
struct admissible heat fluxes, but this seems less common. In the case when the
Clausius-Duhem inequality does not reduce to the Clausius-Planck inequalities,
a combined dissipation-diffusion potential will also work.
Remark 3.9. We will later on describe more elaborate exemples with internal
variables, but let us for now just take Âm(F,Θ) = V̂m(Θ) so that T̂Re = 0,
and Q̂(F,G) = −kC−1G with C = FTF and k > 0, the classical Fourier
law. We consider a purely kinematical viscosity σ = 2νd, ν > 0, that corre-
sponds to T̂Rd(F,H) = ν detF

(
HC−1 + F−THTF−T

)
. It can be checked after

some computation that this stress tensor derives from the dissipation poten-
tial P̂diss(F,H) = ν detF

2 ∥HC−1+F−THTF−T ∥2, which is clearly nonnegative,
convex, and equal to 0 when H = 0. The dynamics equation is in this case de-
coupled from the heat equation, as it does not involve the temperature. The heat
equation however still has the internal dissipation, which is in general strictly
positive, as a heat source term.

If we add a term of the form Wm(F ) to the free energy, we obtain a stress
tensor which is the sum of a purely elastic term and of a purely kinematically
viscous term, and so on and so forth.

Of course, if there are internal variables Ξ, they will be responsible for an-
other kind of dissipation, for instance viscosity effects that are not kinematical,
see Section 5.3.

4 Frame-indifference and symmetries for thermo-
visco-elastic materials

The principle of frame-indifference applies to the materials under consideration.
Since the nature of the internal variables is left unspecified at this point, they
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cannot be taken into account in a generic manner in this respect. They have
to be dealt with on a case-by-case basis. We thus just consider here thermo-
visco-elastic materials without internal variables and will return later to specific
examples with internal variables.

In all the proofs of this section, Θ only plays the role of a parameter, so we
will systematically omit it for brevity.

4.1 Frame-indifference
The following result expresses frame-indifference for the stresses in the La-
grangian description. A similar result, however not expressed in the same way,
can be found in [20]. We use the notation Sym(M) for the symmetric part of a
matrix M .

Proposition 4.1. The constitutive law for the first Piolà-Kirchhoff stress tensor
is compatible with the principle of frame-indifference if and only if, for all F ∈
M+

3 , H ∈ M3, Θ ∈ R∗
+ and R ∈ SO(3), we have

T̂R(RF,RH,Θ) = RT̂R(F,H,Θ), (22)

and
T̂R(F,H,Θ) = T̂R

(
F,Sym(HF−1)F,Θ

)
. (23)

Proof. Let us be given an arbitrary deformation ϕ and an arbitrary rigid motion
t 7→ (a(t), R(t)). Now let ϕ∗(X, t) = a(t)+R(t)ϕ(X, t), F ∗(X, t) = ∇Xϕ∗(X, t),
V ∗(X, t) = ∂ϕ∗

∂t (X, t) and H∗(X, t) = ∇XV ∗(X, t). Clearly,

F ∗(X, t) = R(t)F (X, t) and H∗(X, t) = R(t)H(X, t) +R′(t)F (X, t).

The principle of frame-indifference requires that the relation T ∗
R = R(t)TR

should always be observed, that is to say in terms of the constitutive law, that
the latter should satisfy

T̂R(F
∗(X, t), H∗(X, t)) = R(t)T̂R(F (X, t), H(X, t)). (24)

We first take R(t) = R a constant rotation, a(t) = 0 and ϕ(X, t) = FX + tHX
with F ∈ M+

3 and H ∈ M3 arbitrary, t small enough. Then, (22) follows from
writing (24) at t = 0.

Let us now keep the same deformation ϕ, still a(t) = 0, but R(t) = etW with
W skew-symmetric and arbitrary. We have H∗(X, 0) = H+WF and R(0) = I.
Then, (24) implies that

T̂R(F,H) = T̂R(F,H +WF ) = T̂R(F, (HF−1 +W )F ).

Taking for W the opposite of the skew-symmetric part of HF−1, we obtain (23).
Conversely, we now assume (22) and (23), and consider arbitrary deforma-

tions and rigid motions. The translational invariance is automatic here, since
a(t) does not appear in the constitutive law. With the same notation as above,
but without writing the X and t arguments for brevity, we see that

H∗(F ∗)−1 = RH(F ∗)−1 +R′F (F ∗)−1 = RHF−1RT +R′RT .
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Taking the symmetric part, we obtain

Sym(H∗(F ∗)−1) = RSym(HF−1)RT

because R′RT is skew-symmetric. Therefore,

Sym(H∗(F ∗)−1)F ∗ = RSym(HF−1)F,

so that by (22) and (23),

T ∗
R = T̂R(F

∗, H∗) = T̂R(F
∗,Sym(H∗(F ∗)−1)F ∗)

= T̂R(RF,RSym(HF−1)F ) = RT̂R(F,Sym(HF−1)F )

= RT̂R(F,H) = RTR.

Therefore, the constitutive law is compatible with the principle of frame-indifference.

Observe that the example of remark 3.9 satisfies (22) and (23) and is thus
frame-indifferent, while that of remark 3.5 is not.

In terms of the Cauchy stress tensor, the previous results can be rewritten
in the following way.

Proposition 4.2. There exists a function σ̌ : M+
3 × Sym3 × R∗

+ → Sym3 such
that the Cauchy stress tensor is given by

σ(ϕ(X, t), t) = σ̌
(
F (X, t),Sym(H(X, t)F−1(X, t)),Θ(X, t)

)
,

with
σ̌(RF,RMRT ,Θ) = Rσ̌(F,M,Θ)RT

for all F ∈ M+
3 , M ∈ Sym3, R ∈ SO(3) and Θ ∈ R∗

+. In the Eulerian descrip-
tion, this reads

σ(x, t) = σ̌
(
ϕ−1(x, t),∇xϕ

−1(x, t), d(x, t), θ(x, t)
)
,

where d = Sym(∇xv) is the stretching tensor, with

σ̌(X, fRT , RdRT , θ) = Rσ̌(X, f, d, θ)RT

for all possible arguments.

Scalar constitutive laws must also obey the principle of frame-indifference,
i.e., yield invariant quantities, see equation (14). Dissipation potentials P̂diss

however are constitutive laws that do not necessarily correspond to physically
relevant quantities. We are nonetheless at liberty to assume that they are com-
patible with frame-indifference as well, as though they were used to compute
physical quantities, see Proposition 4.8. We use the notation Sym+

3 for the set
of 3× 3 symmetric positive definite matrices.

Proposition 4.3. The free energy constitutive law Âm is compatible with the
principle of frame-indifference if and only if for all F ∈ M+

3 , Θ ∈ R∗
+ and

R ∈ SO(3)

Âm(RF,Θ) = Âm(F,Θ) (25)
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in which case there exists a function Ãm : Sym+
3 × R∗

+ → R such that

Âm(F,Θ) = Ãm(FTF,Θ). (26)

A dissipation potential constitutive law P̂diss is compatible with the principle
of frame-indifference if and only if for all F ∈ M+

3 , H ∈ M3, Θ ∈ R∗
+ and

R ∈ SO(3)

P̂diss(RF,RH,Θ) = P̂diss(F,H,Θ), (27)

and
P̂diss(F,H,Θ) = P̂diss

(
F,Sym(HF−1)F,Θ

)
. (28)

Proof. The proof of (25)-(26) is classical in nonlinear elasticity. The proof of
(27)-(28) follows the lines of the proof of Proposition 4.1.

There does not seem to be a nice representation formula such as (26) for a
frame-indifferent dissipation potential.

In addition to obtaining frame-indifferent constitutive laws for the first Piolà-
Kirchhoff stress, there is a bonus to assuming frame-indifference for the dissipa-
tion potential.

Proposition 4.4. If the dissipation potential P̂diss is frame-indifferent, so is T̂R.
In addition, the symmetry condition FT̂T

R = T̂RF
T is automatically satisfied.

Proof. By definition of the thermoelastic and dissipative parts of the stress, we
have

T̂R(F,H) = P
∂Âm

∂F
(F ) +

∂P̂diss

∂H
(F,H).

Since Âm is frame-indifferent, so is T̂Re(F ) = P∂Âm

∂F (F ), as is well known.
Morevover, FT̂Re(F )T = T̂Re(F )FT because of (26).

We just need to consider the dissipative part T̂Rd(F,H) = ∂P̂diss

∂H (F,H).
Differentiating (27) with respect to H, we obtain

T̂Rd(RF,RH) = RT̂Rd(F,H),

for all F , H and R, i.e., (22).
Setting now M = Sym(HF−1), we have H = MF + WF with W skew-

symmetric. Relation (28) may be rewritten as

P̂diss(F,MF +WF ) = P̂diss(F,MF ) (29)

for all symmetric M and skew-symmetric W . Differentiating relation (29) with
respect to W , we obtain

∂P̂diss

∂H
(F,H)FT : Z = 0

for all skew-symmetric Z, so that T̂Rd(F,H)FT is symmetric or FT̂Rd(F )T =

T̂Rd(F )FT . Adding the elastic and dissipative parts, we obtain the symmetry
FT̂T

R = T̂RF
T .
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We next differentiate (29) with respect to M , and obtain that

(∂P̂diss

∂H
(F,MF +WF )FT − ∂P̂diss

∂H
(F,MF )FT

)
: N = 0

for all symmetric N . The term between parentheses is a difference of symmetric
matrices, it therefore vanishes, so that

T̂Rd(F,H) = T̂Rd(F,Sym(HF−1)F ),

that is to say (23).

Remark 4.5. It must be noticed that without the assumption of a frame-indifferent
dissipation potential, the symmetry of the Cauchy stress is a constitutive restric-
tion that must be independently imposed on the constitutive law T̂Rd, since the
thermoelastic part T̂Re of the stress already has the required symmetry by the
frame-indifference of Âm.

We have however the rather remarkable following result.

Proposition 4.6. Let us assume that T̂Rd is frame-indifferent and derives from
a dissipation potential P̂diss. In addition, we assume that the mechanical part of
the Clausius-Planck inequality is satisfied. Then FT̂T

Rd = T̂RdF
T .

Proof. Let us introduce some convenient notation. We will use the variable
L = HF−1 ∈ M3 together with F ∈ M+

3 and define

Σ̂(F,L) = T̂Rd(F,LF )FT , P̌diss(F,L) = P̂diss(F,LF ).

With this notation, it is fairly clear that (23) is equivalent to

Σ̂(F,L) = Σ̂(F,Sym(L)) (30)

and that

Σ̂(F,L) =
∂P̌diss

∂L
(F,L),

which is thus still a gradient. In particular, for all indices i, j, k, and l, we have

∂Σ̂ij

∂Lkl
=

∂Σ̂kl

∂Lij
.

We first show that Skew(Σ̂) does not depend on L, so is a function of F only.
For this, we differentiate (30) with respect to L, which yields (without writing
the (F,L) arguments)

∂Σ̂ij

∂Lkl
=

1

2

(∂Σ̂ij

∂Lkl
+

∂Σ̂ij

∂Llk

)
=

∂Σ̂ij

∂Llk
.

Using the gradient remark above, we see that in fact

∂Σ̂ij

∂Lkl
=

1

2

(∂Σ̂kl

∂Lij
+

∂Σ̂lk

∂Lij

)
.
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Therefore

∂
(
Σ̂ij − Σ̂ji

)
∂Lkl

=
1

2

(∂Σ̂kl

∂Lij
+

∂Σ̂lk

∂Lij
− ∂Σ̂kl

∂Lji
− ∂Σ̂lk

∂Lji

)
=

1

2

(∂Σ̂kl

∂Lij
− ∂Σ̂kl

∂Lji
+

∂Σ̂lk

∂Lij
− ∂Σ̂lk

∂Lji

)
= 0.

We thus have shown that

Skew(Σ̂)(F,L) = Ŵ (F )

for some skew-symmetric valued function Ŵ .
Going back to the original variables, it follows that

T̂Rd(F,H) = Sym
(
Σ̂(F,L)

)
F−T + Ŵ (F )F−T .

The mechanical part of the Clausius-Planck inequalities then reads

0 ≤ T̂Rd(F,H) : H = Sym
(
Σ̂(F,L)

)
: (HF−1) + Ŵ (F ) : (HF−1).

In particular, we can choose HF−1 to be any skew-symmetric matrix Z, so that

0 ≤ Ŵ (F ) : Z and thus Ŵ (F ) = 0.

This is exactly saying that T̂Rd(F,H)FT is symmetric.

Remark 4.7. Quite surprisingly, the Clausius-Planck inequalities are crucial
here. Indeed, let W0 be a nonzero, skew-symmetric matrix. We take P̂diss(F,H) =

(FW0) : H. With this choice, it follows that T̂Rd(F,H) = FW0 is a nonzero
constitutive law for the dissipative stress which satisfies (22) and (23), hence is
frame-indifferent. However,

T̂Rd(F,H)FT = FW0F
T = −FWT

0 FT = −FT̂Rd(F,H)T

so that the Cauchy stress tensor is nonzero and skew-symmetric, in particu-
lar, it is not symmetric. Consequently, this dissipation potential is not frame-
indifferent, nor can it be replaced by another frame-indifferent potential, by
proposition 4.4. Naturally, this counter-example does not satisfy the mechani-
cal part of the Clausius-Planck inequalities.

We now are in a position to nicely round up the questions of frame-indifference
of the dissipation potential and symmetry of the Cauchy stress.

Proposition 4.8. Let us assume that T̂Rd is frame-indifferent and derives from
a dissipation potential P̂diss that is nonnegative, 0 at H = 0 and convex with
respect to H. Then, the potential

P diss(F,H,Θ) =

∫
SO(3)

P̂diss(RF,RH,Θ) dµ,

where µ is the left Haar measure on SO(3), is nonnegative, 0 at H = 0, convex
with respect to H, yields the same dissipative stress T̂Rd as P̂diss and is frame-
indifferent.
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Proof. It is clear that P diss is convex with respect to H, nonnegative and that
P diss(F, 0) = 0. Moreover,

∂P diss

∂H
(F,H) =

∫
SO(3)

∂

∂H

(
P̂diss(RF,RH)

)
dµ

=

∫
SO(3)

RT T̂Rd(RF,RH)
)
dµ = T̂Rd(F,H)

by (22).
We now turn to frame-indifference. First of all, P diss satisfies (27) by con-

struction. Secondly, we let M = Sym(HF−1) and W = Skew(HF−1), and for
s ∈ [0, 1], we let Hs = MF + sWF . Then (23) implies that T̂Rd(F,Hs) =

T̂Rd(F,H). Now,

d

ds

(
P̂diss(F,Hs)

)
= T̂Rd(F,Hs) : (WF ) = T̂Rd(F,H) : (WF ),

so that P̂diss(F,Hs) = P̂diss(F,MF ) + sT̂Rd(F,H) : (WF ). In particular, for
s = 1, we obtain

P̂diss(F,H) = P̂diss(F,MF ) + T̂Rd(F,H) : (WF )

= P̂diss(F,MF ) +
(
T̂Rd(F,H)FT

)
: W.

By construction, the mechanical part of the Clausius-Planck inequalities is
satisfied, hence by Proposition 4.6, T̂Rd(F,H)FT is symmetric. Since W is
skew-symmetric, the last inner product vanishes. Therefore, for all R ∈ SO(3),
P̂diss(RF,RH) = P̂diss(RF,RMF ) and integrating over SO(3), we obtain

P diss(F,H) =

∫
SO(3)

P̂diss(RF,RMF ) dµ = P diss(F,MF ).

Therefore, equation (28) is also satisfied and P diss is frame-indifferent.

Remark 4.9. As noted earlier and contrarily to what happens in hyperelasticity,
a dissipation potential that yields a frame-indifferent dissipative stress cannot be
assumed to be itself frame-indifferent. This is even the case when the mechanical
part of the Clausius-Planck inequalities is satisfied. Indeed, the non frame-
indifferent potential P̂diss(F,H) = F11 yields the perfectly frame-indifferent and
Clausius-Planck compliant T̂Rd(F,H) = 0.

4.2 Material symmetries
We refer to the lucid discussion of material symmetries for simple materials in
[22], which applies almost unchanged here when there are no internal variables,
even though these authors allow symmetries with negative determinant, which
we prefer not to consider as they are not physically feasible, see also [6] in this
respect. Material symmetries for models with internal variables must also be
considered on a case-by-case basis.

Material symmetry is a Lagrangian concept. Let us be given a reference
configuration Ω, X0 ∈ Ω and S ∈ M+

3 . We consider another reference config-
uration Ω′ such that X0 ∈ Ω′ and a diffeomorphism ΨS : Ω

′ → Ω such that
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ΨS(X) = X0+S(X−X0)+o(∥X−X0∥). Then S is said to be a material sym-
metry at X0 with respect to the reference configuration Ω if, for any deformation
ϕ, the Cauchy stress tensor corresponding to any deformation equal to ϕ ◦ ΨS

(composition between understood in the spatial variable) in a neighborhood of
X0 is equal to that of ϕ. This can be expressed as

Tϕ◦ΨS

R (X0, t) = Tϕ
R(X0, t) cofS,

with self-explanatory notation.
It is well known that the set of such material symmetries is a subgroup

of M+
3 , that this subgroup should actually be a subgroup of SL(3), so that

cofS = S−T , and that material symmetry groups corresponding to different
reference configurations are conjugate to one another. These considerations
yield the classical classification of materials as

• solid (at point X0) if the material symmetry group is included in a con-
jugate of SO(3), or equivalently that there is a reference configuration in
which this group is included in SO(3),

• isotropic (at point X0) if the material symmetry group contains a conju-
gate of SO(3), or equivalently that there is a reference configuration in
which this group contains SO(3),

• fluid (at point X0) if the material symmetry group is equal to SL(3).

In the latter case, SL(3) is the kernel of the determinant mapping, hence a
normal subgroup of M+

3 , which is thus equal to all its conjugates.
It is a surprisingly little known result that SO(n) is a maximal subgroup of

SL(n), or that O(n) is a maximal subgroup of SL±(n), without any topological
assumption, such as maximal compact or maximal closed, see [1] for the case of
O(n) and SO(n) and [15] for O(n). Therefore, an isotropic material that is not
solid is necessarily fluid. Such materials as liquid crystals are neither fluid, nor
solid, nor isotropic, see [23].

In terms of constitutive laws, the fact that S is a material symmetry is
expressed as

T̂R(FS,HS,Θ) = T̂R(F,H,Θ) cofS,

Âm(FS,Θ) = Âm(F,Θ),

P̂diss(FS,HS,Θ) = P̂diss(F,H,Θ),

for all F,H,Θ.
According to [21], see also [24], the Cauchy stress tensor of an isotropic

thermo-visco-elastic material without internal variables can be expressed in
terms of isotropic invariants and generating functions, in the spirit of the Rivlin-
Ericksen theorem in nonlinear elasticity. Letting B = FFT and M = Sym(HF−1),
the isotropic invariants of (B,M) are

i(B,M) =
(
trB, tr(B2), tr(B3), trM, tr(M2), tr(M3),

tr(BM), tr(B2M), tr(BM2), tr(B2M2)
)
,

and the generating functions are

Z(B,M) =
(
I,B,B2,M,M2, BM +MB,B2M +MB2, BM2 +M2B

)
.
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Then

σ̌(F,H,Θ) =

8∑
k=1

βk

(
i(B,M)),Θ

)
Zk(B,M),

where σ̌ is defined in Proposition 4.2 and the scalar-valued functions βk are
arbitrary.

4.3 Frame-indifference for the heat flux and thermal sym-
metries

The heat flux also obeys frame-indifference, in the form (13) for instance. To
be compatible with this principle, when there are no internal variables, the
constitutive law in Eulerian and Lagrangian forms, with Lagrangian variables,
must satisfy

q̂L(RF,Θ, G) = Rq̂L(F,Θ, G), Q̂(RF,Θ, G) = Q̂(F,Θ, G),

for all F ∈ M+
3 , Θ ∈ R∗

+ and G ∈ R3. This is equivalent to the fact that Q̂

depends on F only via C = FTF , Q̂(F,Θ, G) = Q̃(C,Θ, G). This is the case of
the classical Fourier law, which is thus frame-indifferent (as is also even more
apparent on its Eulerian form).

We can also consider thermal symmetries S ∈ SL(3) in a manner similar to
material symmetries, which are reflected in the constitutive law by

q̂L(FS,Θ, STG) = q̂L(F,Θ, G), Q̂(FS,Θ, STG) = (cofS)T Q̂(F,Θ, G).

There is no a priori reason for thermal symmetries to always be the same as
material symmetries.

It is fairly clear that the classical Fourier law is isotropic. It is actually
thermally fluid, i.e. with thermal symmetry group SL(3), thus also appropriate
for material fluids.

The following result characterizes all frame-indifferent and isotropic heat
flux constitutive laws. Earlier works, such as [22], [21] or [24], assume O(3)
symmetry instead of SO(3) symmetry, hence do not include all possible laws.

Let us introduce some notation. As usual, ι(B) denotes the triple of principal
invariants of B = FFT . For K ∈ R3, we also set ι(B,K) =

(
∥K∥2, ∥BK∥2,K ·

BK, s(B,K)
)
∈ R3

+ × {−1, 0, 1}, with s(B,K) = sign(
∏3

i=1 K · vi) if B has
three distinct eigenvalues 0 < λ1 < λ2 < λ3 and (v1, v2, v3) is a right-handed
orthonormal basis of corresponding eigenvectors of B, with the convention that
sign(0) = 0, and s(B,K) = 0 otherwise. It can be checked that s is actually a
function of the pair (B,K) in spite of the multiplicity of possible basis choices.
We use the ∧ notation for vector products.

Representation formulas for isotropic and frame-indifferent constitutive laws
are better written for the Eulerian quantities expressed with Lagrangian vari-
ables, since both descriptions are involved at the same time.

Proposition 4.10. The constitutive law of a frame-indifferent and isotropic
heat flux takes the form

q̂L(F,Θ, G) = q̂L,iso(B,Θ, F−TG),
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where

q̂L,iso(B,Θ,K) = α0

(
ι(B),Θ, ι(B,K)

)
K + α1

(
ι(B),Θ, ι(B,K)

)
BK

+ α2

(
ι(B),Θ, ι(B,K)

)
K ∧BK (31)

and the functions αi : R7
+ × {−1, 0, 1} → R are arbitrary.

Proof. We start with isotropy. Given F1, F2 ∈ M+
3 and G1, G2 ∈ R3, there

exists R ∈ SO(3) such that F2R = F1 and RTG2 = G1 if and only if first
F1F

T
1 = F2F

T
2 , and then F−T

2 G2 = F−T
1 G1, hence the existence of the function

q̂L,iso. Conversely, any such function gives rise to an isotropic constitutive law.
Setting F−TG = K, we then express frame-indifference with this represen-

tation, which reads

q̂L,iso(RBRT , RK) = Rq̂L,iso(B,K) (32)

for all R ∈ SO(3), B ∈ Sym+
3 and K ∈ R3.

We first establish an intermediate representation

q̂L,iso(B,K) = γ0(B,K)K + γ1(B,K)BK + γ2(B,K)K ∧BK, (33)

where the functions γi : Sym
+
3 × R3 → R are such that γi(RBRT , RK) =

γi(B,K).
Assume that (32) holds. There are three different cases.

1. K = 0. There are three rotations of independent axes such that RBRT =
B, which implies q̂L,iso(B, 0) = 0. In this case, we set γi(B, 0) = 0 which have
the required invariance.

2. K ∧BK ̸= 0. Then (K,BK,K ∧BK) is basis of R3 and we let γi(B,K)
be the coordinates of q̂L,iso(B,K) in this basis. Since (RK, (RBRT )RK,RK ∧
(RBRT )RK) = R(K,BK,K ∧BK), they also have the required invariance.

3. K ̸= 0 and K ∧ BK = 0. In this case, K is an eigenvector of B. Let
R0 be the rotation of axis directed by K and angle π, which leaves B and
K invariant. It follows that q̂L,iso(B,K) = R0q̂L,iso(B,K), which means that
q̂L,iso(B,K) belongs to the axis of R0, i.e., is colinear with K. We thus set
γ0(B,K) = 1

∥K∥2

(
q̂L,iso(B,K) · K

)
and γ1(B,K) = γ2(B,K) = 0. These also

have the required invariance since for any rotation R, RK is an eigenvector of
RBRT .

Conversely, a function of the form (33) is frame-indifferent, i.e., satisfies (32).
The question now is thus to characterize all functions γ : Sym+

3 × R3 → R
such that γ(RBRT , RK) = γ(B,K) for all R, B, and K, using the smallest
number of independent scalar variables. We are going to show that given B1, B2,
K1, and K2, there exists a rotation R such that B2 = RB1R

T and K2 = RK1

if and only if ι(B1) = ι(B2) and ι(B1,K1) = ι(B2,K2).
First the necessary condition. If B2 = RB1R

T , then ι(B1) = ι(B2). If
furthermore K2 = RK1, then ∥K2∥ = ∥K1∥, ∥B2K2∥ = ∥RB1R

TRK1∥ =
∥B1K1∥ et K2 · B2K2 = RK1 · RB1R

TRK1 = K1 · B1K1. Lastly, if B1 has
three distinct eigenvalues, 0 < λ1 < λ2 < λ3, so does B2. We let (v1, v2, v3),
resp. (w1, w2, w3), be right-handed orthonormal bases of eigenvectors for B1,
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resp. B2, in the same order as the eigenvalues. Writing K1 =
∑3

i=1(K1 · vi)vi,
it follows that K2 =

∑3
i=1(K1 · vi)Rvi =

∑3
i=1(K2 · Rvi)Rvi. Now Rvi = εiwi

with εi = ±1, therefore K1 ·vi = εiK2 ·wi. Since the two bases are right-handed,
there are only two possibilities: either εi = 1 for all i, or two of them are −1
and the remaining one is 1. In both cases,

∏3
i=1 K1 ·vi =

∏3
i=1 K2 ·wi, and thus

s(B1,K1) = s(B2,K2). This completes the proof that ι(B1,K1) = ι(B2,K2).
We now turn to the sufficient condition. Assume that ι(B1) = ι(B2) and

ι(B1,K1) = ι(B2,K2). We must construct an appropriate rotation R. Since
ι(B1) = ι(B2), there are several rotations R such that B2 = RB1R

T . If K1 = 0,
then K2 = 0 and any such rotation works. Assuming K1 and K2 nonzero, we
then discuss according to the common multiplicity of the eigenvalues of B1 and
B2.

1. Three distinct eigenvalues λi. Let (vi) and (wi) be right-handed orthonor-
mal eigenvector bases as before. There exists a unique rotation R0 such that
R0vi = wi, and thus B2 = R0B1R

T
0 . The hypothesis ι(B1,K1) = ι(B2,K2) first

implies that
3∑

i=0

λk
i (K2 · wi)

2 =

3∑
i=0

λk
i (K1 · vi)2, k = 0, 1, 2.

This is an invertible Vandermonde system, with unique solution (K2 · wi)
2 =

(K1 · vi)2, i = 1, 2, 3. Consequently, |K2 · wi| = |K1 · vi|, i = 1, 2, 3. Therefore
K2 · wi = εiK1 · vi with εi = ±1 being uniquely determined when paired with
nonzero terms.
First subcase, the three terms are nonzero. The condition s(B1,K1) = s(B2,K2)
implies that either εi = 1 for all i, or two of them are −1 and the remaining
one is 1. In both cases, εiK1 · vi = (R0)TK1 · vi where R0 is the rotation
defined by R0vi = εivi. Consequently K2 = R0(R

0)TK1 and we still have
B2 = R0R

0B1(R0R
0)T since B1 = R0B1(R

0)T .
Second subcase, two nonzero terms, one zero term, i.e., without loss of generality
K1 · v1 ̸= 0, K1 · v2 ̸= 0 and K1 · v3 = 0. Then ε1 and ε2 are determined and we
set ε3 = ε1ε2 to define an adequate rotation R0.
Last subcase, one nonzero term, two zero terms, i.e., K1 · v1 ̸= 0, K1 · v2 =
K1 · v3 = 0. Then K1 is colinear with v1 and K2 is colinear with w1, so that
K2 = ε1R0K1. We take R0 defined by (ε1, ε1, 1).

2. Two equal eigenvalues, the third one being distinct, without loss of gener-
ality, λ1 = λ2 ̸= λ3 with corresponding right-handed orthonormal eigenvectors
vi and wi, i = 1, 2, 3, for B1 and B2. All rotations that map v3 on ±w3 make
B1 and B2 conjugate. In this case, the Vandermonde system is not invertible.
It is however equivalent to (K2 ·w1)

2 + (K2 ·w2)
2 = (K1 · v1)2 + (K1 · v2)2 and

(K2 ·w3)
2 = (K1 ·v3)2. In other words, the projection of K1 on v⊥3 has the same

norm as the projection of K2 on w⊥
3 , and K2 · w3 = ε3K1 · v3. There is thus a

rotation that maps K1 on K2 while mapping v3 on ±w3.

3. Three equal eigenvalues. Then B2 = B1 = λI and the condition ∥K1∥ =
∥K2∥ is sufficient for the existence of an appropriate rotation.

In all three cases, there is a rotation R such that B2 = RB1R
T and K2 =

RK1.
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Let us emphasize once again that the form given in Proposition 4.10 is
more general than the one that can be found for instance in [21], which does
not include q̂L,iso(B,Θ,K) = K ∧ BK for example, an admittedly physically
strange heat flux, that is nonetheless frame-indifferent, isotropic and satisfies
the Clausius-Planck inequality. Indeed, q̂L,iso(B,Θ,K) ·K = 0.

More generally, the thermal part of the Clausius-Planck inequalities is sat-
isfied if and only if

α0

(
ι(B),Θ, ι(B,K)

)
∥K∥2 + α1

(
ι(B),Θ, ι(B,K)

)
BK ·K ≤ 0,

which is in particular the case if α0 and α1 are nonpositive.
Let us also determine all thermally fluid heat fluxes. This is a particular

case of the previous result, but it is easier not to start from (31).

Proposition 4.11. The constitutive law of a thermally fluid heat flux takes the
form

q̂L(F,Θ, G) = −ǩL,fl(detF,Θ, ∥F−TG∥)F−TG, (34)

where ǩL,fl : (R∗
+)

2 × R+ → R is arbitrary.
In Eulerian variables, this also reads

q̂(f, θ, g) = −ǩE,fl(ρ, θ, ∥g∥)g, (35)

with ǩE,fl : (R∗
+)

2 × R+ → R.
Such a law satisfies the Clausius-Planck inequality if and only if the scalar

functions ǩL,fl and ǩE,fl are nonnegative.

Proof. We start with fluidity. Given F1, F2 ∈ M+
3 and G1, G2 ∈ R3, there

exists S ∈ SL(3) such that F2S = F1 and STG2 = G1 if and only if first
detF1 = detF2, and then F−T

2 G2 = F−T
1 G1. Therefore, we can write

q̂L(F,G) = q̌L(detF, F
−TG)

with q̌L : R∗
+ × R3 → R3. Conversely, any such function gives rise to a fluid

constitutive law for the heat flux.
Setting F−TG = K, we then express frame-indifference with this represen-

tation, which reads

q̂L(RF,G) = q̌L(detF,RK) = Rq̌L(detF,K),

which says that K 7→ q̌L(J,K) is an objective function on R3 for all J , see [6].
It is well known that this is equivalent to having

q̌L(J,K) = −ǩL,fl(J, ∥K∥)K

where ǩL,fl is scalar-valued, which is exactly (34). We then use f = F−1,
g = F−TG, ρ = P/J to rewrite it as (35).

Finally
q̌L(J,K) ·K = −ǩL,fl(J, ∥K∥)∥K∥2

so that the thermal part of Clausius-Planck is satisfied if and only if ǩL,fl(J, ∥K∥) ≥
0 for all J and K.
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It thus turns out that all fluid, frame-indifferent heat fluxes are actually
nonlinear Fourier laws.

We alluded earlier to the use of a diffusion potential to construct heat fluxes
that satisfy the thermal part of the Clausius-Planck inequalities. Let us state
this precisely, together with frame-indifference and thermal symmetry condi-
tions.

Proposition 4.12. Let P̂diff : M+
3 × R∗

+ × R3 → R+ be a function which is
concave with respect to its third argument and such that P̂diff(F,Θ, 0) = 0 for
all F and Θ. Then Q̂ = ∂P̂diff

∂G defines a heat flux that satisfies Clausius-Planck.
If this potential is frame-indifferent, i.e., P̂diff(RF,Θ, G) = P̂diff(F,Θ, G), so

is its associated heat flux. If this potential has a thermal symmetry S ∈ SL(3),
i.e., P̂diff(FS,Θ, STG) = P̂diff(F,Θ, G), its associated heat flux also has the
symmetry S.

Proof. Clear.

For example, the diffusion potential P̂diff(F,G) = −k
2G

TC−1G with k > 0

gives rise to the classical Fourier law Q̂(F,G) = −kC−1G.

5 Examples of thermo-visco-elastic materials
We now give a few examples of materials, old and new, that fall within our
global framework.

5.1 Thermo-elastic materials
These are of course the simplest of all with no internal variables and no dissipa-
tive stress. They are solely characterized by their frame-indifferent free energy
Âm, with T̂R(F,Θ) = P∂Âm

∂F (F,Θ) and Ŝm(F,Θ) = −∂Âm

∂Θ (F,Θ), and frame-
indifferent heat flux Q̂. The internal dissipation is zero. If the material is in
thermal equilibrium at all times, i.e., ∇XΘ = 0, then the Clausius-Duhem in-
equality is an equality and all evolutions are reversible: heat and mechanical
energy can be transformed into one another in both directions without any loss.

When the free energy is split in the form Âm(F,Θ) = Ŵm(F ) + V̂m(Θ),
the model decouples into a nonlinear elasticity model on the side of stresses
and dynamics without any thermal effect, and a nonlinear heat equation for the
temperature with no mechanical source term, as there is no internal dissipation,
even though the heat flux may still depend on F .

Thermo-elastic materials can have any possible material symmetry, for in-
stance be solid or fluid. It is easy to see that the free energy of a thermo-elastic
fluid is of the form Âm(F,Θ) = Ψ̂m(detF,Θ) and that the Cauchy stress is a
pure pressure σ = −p(ρ, θ)I in the Eulerian description. This includes perfect
gases Ψ̂m(J,Θ) = −rpgΘ lnJ + V̂m(Θ).

5.2 Kinematically viscous materials
At the other end of the spectrum are materials with no elastic stress at all,
Âm(F,Θ) = V̂m(Θ), an entirely dissipative stress T̂Rd(F,H,Θ) and still no
internal variables.
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Such materials can have different symmetries. For instance, the following is
a somewhat artificial solid example: let ν : R∗

+×R∗
+ → R∗

+ be strictly increasing
with respect to its first variable and take T̂Rd(F,H,Θ) = ν(trC,Θ)detF

(
HC−1+

F−THTF−T
)
. This material satisfies the mechanical part of the Clausius-Planck

inequalities, is frame-indifferent and a matrix S is a material symmetry if and
only if ν(tr(STCS),Θ) = ν(trC,Θ) for all C ∈ Sym+

3 , or tr(STCS) = tr(C) for
all such C. In particular, SST − I ∈ C⊥ for all C and thus SST = I, which
shows that S ∈ SO(3). This material is of course isotropic.

When ν is instead a strictly positive function of detF and Θ, then the
corresponding material is a compressible frame-indifferent viscous fluid, still
satisfying the mechanical part of the Clausius-Planck inequalities. When ν
is a constant, the material is a Newtonian compressible fluid, the dynamics
equations of which in the Eulerian description are the compressible Navier-
Stokes equations.

More generally, all viscous fluids in this family have a constitutive law for
the Cauchy stress in the Eulerian description of the form

σ̌(ρ, d, θ) = β0(ρ, ι(d), θ)I + β1(ρ, ι(d), θ)d+ β2(ρ, ι(d), θ)d
2,

where βi are arbitrary real-valued functions and ι(d) is the triple of principal
invariants of d, by a direct application of the Rivlin-Ericksen theorem. Such
non-Newtonian fluids are known as compressible Reiner-Rivlin fluids, [17]-[19].
The Clausius-Planck inequality then demands that( 2∑

i=0

βi(ρ, ι(d), θ)d
i
)
: d ≥ 0.

It is as a rule strict and leads to irreversibility, even in thermal equilibrium.
By adding a term Ψ̂m(detF,Θ) to the free energy, we obtain thermo-visco-

elastic fluids, for which the above inequality must be slightly adapted.

5.3 A family of nonlinear 3d Maxwell models
We now present a family of materials that do not seem to be found in the liter-
ature to the best of our knowledge. It is intended to provide three-dimensional,
frame-indifferent, nonlinear generalizations of the Maxwell rheological model, a
zero-dimensional model which consists in a linearly elastic spring and a linearly
viscous dashpot placed in series, a model that exhibits stress relaxation. There
are other attempts at extending the Maxwell and generalized Maxwell rheolog-
ical models (the latter with stress relaxation and creep) to a full 3d setting, see
for example [10].

In the Maxwell model, the total stretching of the system is denoted ε, that
of the dashpot γ, so that the stretching of the spring is ε− γ. If µ > 0 denotes
the stiffness of the spring and ν > 0 the viscosity of the dashpot, then there is
an elastic force µ(ε−γ) and a viscous friction −νγ̇ (we use the dot for the usual
time derivative, there is no Eulerian/Lagrangian distinction here). The system
being massless, all forces are equilibrated at all times and it is fairly clear that
if ε has a prescribed constant value, then stress relaxation will occur for any
initial values of the stretchings, i.e., the total force will decay to 0 exponentially
in time as the spring settles back to its natural length while being restrained by
the dashpot.
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In order to fit the Maxwell model into our thermomechanical framework, it
is very natural to consider ε as a thermodynamic variable playing the role of
F , and γ as an internal variable playing the role of Ξ, with no temperature
(or decoupled temperature). Indeed, the system should be considered to be
installed inside a black box, of which only ε is observable. None of the two
stretches happening inside are observable. Taking as free energy the elastic
energy of the spring, Âm(ε, γ) = µ

2 (ε − γ)2, and as right-hand side for the
ordinary differential equation γ̇ = K̂(ε, γ), K̂(ε, γ) = κ(ε − γ) with κ = µ

ν ,
and applying the results of a very degenerate kind of Coleman-Noll procedure,
we recover exactly the Maxwell model. There is also a dissipation potential
P̂diss(ε, λ) =

κ
2λ

2, where λ plays the role of Λ.
It should be noted that the viscous behavior of the Maxwell model is not

kinematical, since the viscous effect is not a function of the observable deforma-
tion rate ε̇.

It is fairly easy to devise thermodynamically sound nonlinear, zero-dimensional
versions of the Maxwell model by considering more general free-energies and
flow rules generated by more general dissipation potentials, and also by adding
temperature as well.

We are more interested here in extending the kind of behavior of the Maxwell
model to a 3d setting, which should be fully nonlinear and frame-indifferent. The
Maxwell model is based on an additive decomposition of strains, ε = (ε−γ)+γ,
which will not do for our purposes. We thus turn to a multiplicative decom-
position of strains, a very common idea in many contexts such as visco-elastic
porous media [13] or plasticity [4], [14], see also [11] for a simpler viscoelastic
version.

The simplest assumption is thus to take F ∈ M+
3 as thermodynamic variable,

no dissipative stress, no temperature, and an internal variable Fi ∈ M+
3 . Now F

will take the place of ε, the observable strain, and Fi that of γ, a sort of internal
viscous strain. Of course, we still have F = ∇Xϕ, but Fi is not the gradient of
a deformation in general, and should not be interpreted that way.

Given any frame-indifferent nonlinearly elastic stored energy function Ŵ , we
consider the free energy constitutive law

Âm(F, Fi) =
1

P
Ŵ (FF−1

i ) =
1

P
Ŵ (Fe), (36)

where Fe = FF−1
i , which thus acts as a sort of internal elastic strain, without

being the gradient of a deformation either. Without loss of generality, we let
P = 1. Since Ŵ is assumed to be frame-indifferent, the free energy inherits a
kind of frame-indifference in the form

Âm(RF,Fi) = Âm(F, Fi),

but we will return to frame-indifference issues later on.
In effect, we are considering in equation (36) a multiplicative decomposition

of the strain of the form F = FeFi, where Fi is considered as the internal vari-
able. There is much debate in the literature, in particular concerning plasticity,
about the order in which such a decomposition should be made. In our context,
where frame-indifference and the related symmetry of the Cauchy stress are of
primary concern, setting F = FiFe would not be appropriate.
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The Coleman-Noll procedure then implies that

T̂R(F, Fi) =
∂Âm

∂F
(F, Fi) =

∂Ŵ

∂Fe
(FF−1

i )F−T
i , (37)

to be used in the dynamics equation, or in a quasistatic version thereof. Note
that there is no dissipative part of the stress, T̂Rd = 0. The resulting models thus
do not describe kinematically viscous materials, even though there are internal
viscous effects at work.

To complete the model in our general framework, we need an ordinary dif-
ferential equation for the internal variable of the form

∂Fi

∂t
(X, t) = K̂(F (X, t), Fi(X, t)). (38)

Since
∂Âm

∂Fi
(F, Fi) = −F−T

i FT ∂Ŵ

∂Fe
(FF−1

i )F−T
i , (39)

the mechanical part of the Clausius-Planck inequalities reads

F−T
i FT ∂Ŵ

∂Fe
(FF−1

i )F−T
i : K̂(F, Fi) ≥ 0.

This inequality can be ensured in a systematic way by appealing to Propo-
sition 3.8. Consider a dissipation potential P̂diss : M+

3 ×M3 → R+, convex with
respect to its second argument and such that P̂diss(F, 0) = 0. Then

K̂(F, Fi) = −∂P̂diss

∂Λ

(
F,

∂Âm

∂Fi
(F, Fi)

)
(40)

is a flow rule that satisfies the mechanical part of the Clausius-Planck inequal-
ities. The simplest potential of all is P̂diss(F,Λ) = κ

2 ∥Λ∥
2 with κ ≥ 0 and

corresponds to the choice

K̂(F, Fi) = κF−T
i FT ∂Ŵ

∂Fe
(FF−1

i )F−T
i . (41)

Before discussing frame-indifference and symmetries, let us note that since
Ŵ is assumed to be frame-indifferent, it can be rewritten as Ŵ (Fe) = W̃ (Ce)
with Ce = FT

e Fe. Therefore,

T̂R(F, Fi) = 2FF−1
i

∂W̃

∂Ce
(FT

e Fe)F
−T
i = 2FF−1

i

∂W̃

∂Ce
(F−T

i FTFF−1
i )F−T

i .

with ∂W̃
∂Ce

symmetric. This has an important consequence, namely that the
Cauchy stress tensor is automatically symmetric, irrespective of the chosen flow
rule. Indeed,

FT̂R(F, Fi)
T = 2FF−1

i

∂W̃

∂Ce
(F−T

i FTFF−1
i )F−T

i FT = T̂R(F, Fi)F
T .

Choosing a strain decomposition in the reverse order would lead to severe diffi-
culties here, see [4].
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Let us now return to the question of frame-indifference. This is a model with
an unobservable internal variable, the physical nature of which is furthermore
unclear. The general considerations of Section 4.1 do not apply, and we need
to go back to the initial formulation of the principle of frame-indifference in
Section 2.5. We use the same notation with unstarred and starred quantities
and obviously, only rotations need to be taken into account since translations
are ignored by the model.

Our first observation is that

T̂R(RF,Fi) =
∂Ŵ

∂Fe
(RFF−1

i )F−T
i = R

∂Ŵ

∂Fe
(FF−1

i )F−T
i = RT̂R(F, Fi), (42)

by the assumed frame-indifference of Ŵ . In other words, the first Piolà-Kirchhoff
stress tensor transforms as expected, provided that the internal variable is not
affected by superimposed rotations. We thus need an additional hypothesis on
the flow rule, namely that

K̂(RF,Fi) = K̂(F, Fi), (43)

and we must also pay attention to an often neglected issue in the context of inter-
nal variables, that of the initial conditions for the ordinary differential equation.
In accordance with the above observation, they need to be unmodified as well.
Finally, we assume K̂ to be continuous and locally Lipschitz with respect to its
second variable, uniformly with respect to its first variable.

Proposition 5.1. The 3d Maxwell model (36)–(38), with hypothesis (43) and
the assumed regularity of K̂, is frame-indifferent.

Proof. Let TR(X, t) be the first Piolà-Kirchhoff stress tensor observed at point
X and time t when the body undergoes a deformation ϕ and T ∗

R(X, t) when it
undergoes the deformation R(t)ϕ, where R is an arbitrary SO(3)-valued func-
tion. We use the same notation for F (X, t), Fi(X, t) and F ∗(X, t), F ∗

i (X, t). Of
course, F ∗(X, t) = R(t)F (X, t).

In what follows, the material point X is going to be fixed and the only
variable is actually the time t. For brevity, we thus do not write X, it is
implicitly where it needs to be.

Now t 7→ F (t) is given and continuous, hence the right-hand side equation
(38) satisfies the hypotheses of the Cauchy-Lipschitz theorem. In particular, we
have uniqueness of local solutions to the Cauchy problem

∂Fi

∂t
(t) = K̂(F (t), Fi(t)), Fi(0) = Fi,0,

for all Fi,0 ∈ M+
3 . The same holds for

∂F ∗
i

∂t
(t) = K̂(F ∗(t), F ∗

i (t)), F ∗
i (0) = F ∗

i,0,

for all F ∗
i,0 ∈ M+

3 . If we assume that F ∗
i,0 = Fi,0, then Fi and F ∗

i are solutions
of the same Cauchy problem, by hypothesis (43). Thus we have F ∗

i = Fi and

T ∗
R(t) = T̂R

(
R(t)F (t), F ∗

i (t)
)
= T̂R

(
R(t)F (t), Fi(t)

)
= R(t)T̂R

(
F (t), Fi(t)

)
= R(t)TR(t),

by (42), and frame-indifference is satisfied.
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For example, the model that corresponds to (41) is frame-indifferent. When
the flow rule is given by a dissipation potential, we have the following charac-
terization.

Proposition 5.2. If the dissipation potential satisfies

P̂diss(RF,Λ) = P̂diss(F,Λ), (44)

for all R, F , and Λ, then the 3d Maxwell model is frame-indifferent.

Proof. We go back to equation (40) and note that

K̂(RF,Fi) = −∂P̂diss

∂Λ

(
RF,

∂Âm

∂Fi
(RF,Fi)

)
= −∂P̂diss

∂Λ

(
F,

∂Âm

∂Fi
(RF,Fi)

)
,

by hypothesis (44). Now we have Âm(RF,Fi) = Âm(F, Fi), therefore ∂Âm

∂Fi
(RF,Fi) =

∂Âm

∂Fi
(F, Fi) and the conclusion follows.

Material symmetry is studied in a similar fashion. In particular, the initial
conditions for the internal variable must be changed according to the symmetry
considered.

Proposition 5.3. Let S be a subgroup of SL(3). If we assume that the flow
rule satisfies

K̂(FS, FiS) = K̂(F, Fi)S. (45)

for all S ∈ S, and all F, Fi ∈ M+
3 , then the 3d Maxwell model has material

symmetry group S.
If there is a dissipation potential, then (45) is implied by

P̂diss(FS,ΛS−T ) = P̂diss(F,Λ), (46)

for all S ∈ S, and all F ∈ M+
3 , Λ ∈ M3.

Proof. With the same notation as in section 4.2, only abbreviating ϕ ◦ ΨS as
ϕ ◦ S, material symmetry reads

Tϕ◦S
R (X, t) = Tϕ

R(X, t) cofS = Tϕ
R(X, t)S−T ,

for all ϕ and S ∈ S. We again drop X from now on and end up with two Cauchy
problems

∂Fϕ
i

∂t
(t) = K̂

(
F (t), Fϕ

i (t)
)

Fϕ
i (0) = Fϕ

i,0

and


∂Fϕ◦S

i

∂t
(t) = K̂

(
F (t)S, Fϕ◦S

i (t)
)

Fϕ◦S
i (0) = Fϕ◦S

i,0 .

Assuming that the initial conditions agree with the symmetry S, Fϕ◦S
i,0 = Fϕ

i,0S,
due to (45) and Cauchy-Lipschitz uniqueness, we deduce that Fϕ◦S

i = Fϕ
i S.

Consequently,

Tϕ◦S
R (t) = T̂R

(
F (t)S, Fϕ◦S

i (t)
)
= T̂R

(
F (t)S, Fϕ

i (t)S
)

=
∂Ŵ

∂Fe
(F (t)(Fϕ

i )
−1(t))(Fϕ

i (t)S)
−T = T̂R

(
F (t), Fϕ

i (t)
)
S−T = Tϕ

R(t)S
−T ,
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that is to say that S is a material symmetry.
Concerning dissipation potentials, it follows from (46) that

∂P̂diss

∂Λ
(FS,ΛS−T ) =

∂P̂diss

∂Λ
(F,Λ)S.

But equation (39) implies that

∂Âm

∂Fi
(FS, FiS) =

∂Âm

∂Fi
(F, Fi)S

−T ,

so that (45) follows.

Remark 5.4. It is very remarkable that no symmetry hypothesis is made on Ŵ .
The material symmetry of the model relies entirely on the flow rule K̂ and is
solely due to the internal variable, which in a sense resides on the Lagrangian
side of things with our choice of factorization order. Thus, depending on the
flow rule, we can have solid, isotropic or even fluid materials with any stored
energy function Ŵ , even those that classically describe elastic solids such as the
Saint Venant-Kirchhoff or Ciarlet-Geymonat stored energy functions.

For example, the material defined by (41) is isotropic, even if Ŵ is not.
Indeed, its dissipation potential is just P̂diss(F,Λ) = κ

2 ∥Λ∥
2, and for all R ∈

SO(3),
P̂diss(FR,ΛR) =

κ

2
∥ΛR∥2 = P̂diss(F,Λ).

This material is not fluid since ∥ΛS−T ∥ ≠ ∥Λ∥ in general when S /∈ SO(3) (this
can also be checked on K̂ itself). It is therefore solid.

Let us now see whether it is actually possible to construct a fluid 3d Maxwell
model that is frame-indifferent and satisfies the mechanical part of the Clausius-
Planck inequalities. We first characterize all fluid dissipation potentials.

Proposition 5.5. A dissipation potential P̂diss is fluid if and only if there exists
a fonction P̌diss : M3 × R∗

+ → R such that

P̂diss(F,Λ) = P̌diss(ΛF
T,detF ).

Proof. Let us be given a dissipation potential giving rise to a fluid material.
Given F1, F2 ∈ M+

3 and Λ1,Λ2 ∈ M3, we see that if there exists S ∈ SL(3)
such that F1 = F2S and Λ1 = Λ2S

−T , then detF1 = detF2 and S = F−1
2 F1 so

that Λ1F
T
1 = Λ2F

T
2 . Conversely, if detF1 = detF2 and Λ1F

T
1 = Λ2F

T
2 , then

S = F−1
2 F1 ∈ SL(3), and F1 = F2S and Λ1 = Λ2S

−T . It follows that P̂diss is
actually a function of ΛFT and detF .

Conversely, given any function P̌diss as above, if we define P̂diss by P̂diss(F,Λ) =
P̌diss(ΛF

T,detF ), then for all S ∈ SL(3)

P̂diss(FS,ΛS−T ) = P̌diss(ΛSS
−1FT,det(FS)) = P̌diss(ΛF

T,detF ) = P̂diss(F,Λ)

and we have a fluid material.

Remark 5.6. We need such dissipation potentials to be frame-indifferent as well,
which amounts to requiring that P̌diss(NR, J) = P̌diss(N, J) for all N ∈ M3,
R ∈ SO(3) and J ∈ R∗

+.
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Finally, to make sure that the mechanical part of the Clausius-Planck in-
equalities is satisfied, the potentials should be convex with respect to Λ, non-
negative and zero for Λ = 0. An easy example of such a potential satisfying all
the above conditions is

P̂diss(F,Λ) =
κ

2
∥ΛFT ∥2

with κ > 0, which thus yields a fluid 3d Maxwell material. For this material,
we have

∂P̂diss

∂Λ
(F,Λ) = κΛFTF,

which results in the flow rule

K̂(F, Fi) = −∂P̂diss

∂Λ

(
F,

∂Âm

∂Fi
(F, Fi)

)
= −κF−T

i FT ∂Ŵ

∂Fe
(FF−1

i )F−T
i FTF.

Remark 5.7. So far, there were next to no assumptions on the elastic energy
Ŵ , except to be frame-indifferent. It is thus unlikely that the resulting models,
either solid or fluid, would exhibit stress relaxation in all cases. In the case of
an isotropic function Ŵ , it is not hard to give reasonable sufficient conditions in
the particular case of uniform dilatations F (X, t) = α(t)I and Fi(X, t) = β(t)I,
that ensure stress relaxation, either for the first Piolà-Kirchhoff stress vector or
more physically for the Cauchy stress vector. We do not pursue in this direction
here.

Remark 5.8. We have not included temperature in the model, but it can easily
be added. If the underlying nonlinearly elastic stored energy function has a
natural state F0, i.e., ∂Ŵ

∂Fe
(F0) = 0, then for all F ∈ M+

3 , ∂Âm

∂Fi
(F, F−1

0 F ) = 0 by
equation (39) and Proposition 3.6 applies, showing that this a situation where
the Clausius-Duhem inequality is equivalent to the Clausius-Planck inequali-
ties if the heat flux law does not depend on Fi, an assumption that is fairly
reasonable.

5.4 Nonlinear 3d Kelvin-Voigt and 3d generalized Maxwell
models

The 0d Kelvin-Voigt rheological model consists in a spring and a dashpot in
parallel, so that their forces add up. There is thus no internal variable and the
model fits well within the general visco-elastic framework without temperature
nor internal variables. The natural 3d generalization is thus a special case of our
general case. More specifically, we take a frame-indifferent nonlinearly elastic
stored energy function Ŵ , use it as free energy, i.e., Âm(F ) = Ŵ (F ) (again
with P = 1), and choose any constitutive law for the dissipative part of the
stress T̂Rd : M+

3 ×M3 → M3 such that

T̂Rd(F,H) : H ≥ 0,

for instance
T̂Rd(F,H) = νSym(HF−1)F−T

with ν > 0, obtained from the frame-indifferent dissipation potential P̂diss(F,H) =
ν
2∥Sym(HF−1)∥2, so that the symmetry of the Cauchy stress is ensured. This
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yields a constitutive law for the stress tensor of the form

T̂R(F,H) =
∂Ŵ

∂F
(F ) + T̂Rd(F,H).

Here again, sufficient conditions can be given so that in the particular case
of uniform dilatations, F (X, t) = α(t)I and H(X, t) = α′(t)I, creep—a charac-
teristic feature of the Kelvin-Voigt model—does occur.

Another popular rheological model is the 0d generalized Maxwell model
which consists in n+1 branches connected in parallel, with a spring in branch 0
and a spring and dashpot in series in each of the other n branches. This setup
is easily extended to a 3d framework with an internal variable model. We still
have F ∈ M+

3 as thermodynamic variable and an internal variable Fi ∈ (M+
3 )

n.
We denote by Fi,k ∈ M+

3 the k-th component of Fi. We then consider n + 1

frame-indifferent nonlinearly elastic stored energy functions Ŵk, k = 0, . . . , n,
and define a constitutive law for the free energy by

Âm(F, Fi) = Ŵ0(F ) +

n∑
k=1

Ŵk(FF−1
i,k ).

This yields a constitutive law for the stress of the form

T̂R(F, Fi) =
∂Ŵ0

∂F
(F ) +

n∑
k=1

∂Ŵk

∂Fe
(FF−1

i,k )F
−T
i,k .

A flow rule derived from a frame-indifferent convex dissipation potential
will make the model frame-indifferent and satisfying the mechanical part of the
Clausius-Planck inequalities. The simplest example of such a potential would
be P̂diss(F,Λ) = κ

2

∑n
k=1 ∥Λk∥2 with κ > 0 for which the ordinary differential

equations for each component of the internal variable decouple,

∂Fi,k

∂t
(t) = K̂k(F (t), Fi,k(t)), K̂k(F, Fi,k) = κF−T

i,k FT ∂Ŵk

∂Fe
(FF−1

i,k )F
−T
i,k .

Note that material symmetry considerations now involve not only the func-
tions K̂k, but Ŵ0 as well. For instance, if the material is to be fluid, then Ŵ0

must be the stored energy function of an elastic fluid, i.e., a function of J only.
With appropriate assumptions, 3d generalized Maxwell models should be

able to exhibit both stress relaxation and creep. We could also mix generalized
Maxwell and Kelvin-Voigt together to obtain 3d frame-indifferent models, using
thermodynamic variables F and H, and internal variables Fi in the fairly obvious
fashion.

5.5 Oldroyd B and Zaremba-Jaumann fluids
We conclude this article with two examples of so-called complex fluids, which
at first glance do not seem to fit in our general framework, even though they
actually do. These fluids are easier to work with in the Eulerian description.
Their main characteristic is that the constitutive law for the Cauchy stress is
not given by a function of the thermodynamic variables, but by an ordinary
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differential equation in time, again with often unspoken initial conditions. In
the simplest cases, this ordinary differential equation takes the form

⋄
σ(x, t) = G(σ(x, t), d(x, t),

⋄
d(x, t)), (47)

where ⋄ is a differential operator which is of first order in time, and G is some
given function. The operator is often—but not always—of the form

⋄
σ = σ̇ +Ob(σ, h), (48)

where Ob: Sym3 × M3 → Sym3. We recall that h stands for ∇xv, d for its
symmetric part and w for its skew-symmetric part.

In order for such a behavior to be frame-indifferent, the operator ⋄ needs to
be objective in the following sense.

Definition 5.9. An operator ⋄ is objective if

⋄∗

σ∗(x∗, t) = R(t)
⋄
σ(x, t)R(t)T ,

for all possible σ and functions t 7→ R(t) ∈ SO(3), using the starred-unstarred
notation as before.

Such an operator is usually called an objective derivative, even though it is
not a derivative in the usual technical sense. If the function G is itself frame-
indifferent in the sense of

G(RσRT , RdRT , ReRT ) = RG(σ, d, e)RT ,

and if the ordinary differential equation has reasonable local uniqueness, then
the model will be frame-indifferent.

As is well known, the material derivative ·, which is a real derivative, is
not objective because of the terms involving Ṙ(t). There are infinitely many
different objective derivatives, of the above form or otherwise. We single out two
of the most prominent ones in the literature, the Zaremba-Jaumann derivative,
which is the earliest example [25] and in some sense the simplest one, and the
Oldroyd B derivative [16].

Definition 5.10. The Zaremba-Jaumann derivative is defined by

△
σ = σ̇ + σw − wσ,

and the Oldroyd B derivative by

▽
σ = σ̇ − hσ − σhT .

Both are objective derivatives.

The Oldroyd B derivative is classically used to describe a complex fluid
consisting of two components, a polymer and a solvent. The equation for the
stress is

σ + λ1
▽
σ = 2η(d+ λ2

▽
d),

where η, λ1 > λ2 are strictly positive constants, see [18]. Actually, the Ol-
droyd B fluid is assumed to be incompressible, so there is also an additional
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indeterminate pressure term which we do not write as it plays no role in the
Clausius-Planck inequality. We adopt here the same equation for a Zaremba-
Jaumann fluid, i.e.,

σ + λ1
△
σ = 2η(d+ λ2

△
d),

again in an incompressible context, see also [5].
In a first approach, we perform the Coleman-Noll procedure in this Eulerian,

incompressible setting, using only h as thermodynamic variable, with no internal
variables, and replacing the constitutive law for the dissipative stress by the
differential equation (47), with a free energy only depending on temperature,
so that thermal effects are decoupled from mechanical effects. We skip the
details here, but the outcome is that the mechanical part of the Clausius-Planck
inequalities reduces to the internal dissipation inequality

σ : d ≥ 0

for all arguments and corresponding solutions of the objective differential equa-
tion.

In the case of Oldroyd B, if we ignore incompressibility but still with zero free
energy so with no elastic pressure, it is fairly easy to construct such arguments
and solutions for which, even though σ(0) : d(0) ≥ 0, there is a time t0 such
that for all t > t0, σ(t) : d(t) < 0, i.e., the second principle is violated. Taking
incompressibility into account, we only have numerical evidence of the same
violation, see Figure 1 below. We numerically tested the following example.

First of all, it is a simple algebraic manipulation to show that the equation

σ + λ1
⋄
σ = 2η(d+ λ2

⋄
d), (49)

can be equivalently rewritten as σ = σs+σp, where the subscript s is for solvent
and the subscript p is for polymer, with

σs = 2ηsd, σp + λ1
⋄
σp = 2ηpd, (50)

where ηs = λ2

λ1
η is the solvent viscosity and ηp =

(
1− λ2

λ1

)
η the polymer viscosity,

see [18] for the Oldroyd B case.
Let m be a randomly chosen traceless 3× 3 matrix. We pick a point x0 ∈ E

and let v(x, t) = cos(ωt)m(x− x0), which amounts to shaking the fluid period-
ically in time. Since v(x0, t) = 0, we thus have

▽
σp(x0, t) =

∂σp

∂t
(x0, t)− cos(ωt)(mσp(x0, t) + σp(x0, t)m

T ).

We take the values η = 1, λ2 = 1, λ1 = 10, ω = 0.75 and an initial polymer stress
value σp(0) = 0, removing from the notation the point x0, which remains fixed
throughout. We then use a standard ode solver to approximate the solution of
the Sym3-valued Cauchy problem

σ′
p(t) = cos(ωt)(mσp(t) + σp(t)m

T ) +
1

λ1

(
−σp(t) + 2ηpd(t)

)
,

with the above initial value on the time interval [0, 4]. We then compute and
plot σ(t) : d(t) on the same time interval and obtain the typical kind of evolu-
tion portrayed in Figure 1, which exhibits strictly negative dissipation for some
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periods of time. The behavior appears to be quite generic with respect to the
choice of numerical values for the constants.

The same numerical computations performed with the Zaremba-Jaumann
derivative instead of the Oldroyd B derivative yield the same kind of quantita-
tive behavior for the internal dissipation. Given the rather innocuous ordinary
differential equations and the accuracy of standard solvers, we are thus led to
very strongly suspect that this form of the second principle is violated by both
incompressible Oldroyd B and incompressible Zaremba-Jaumann fluids. This
can be informally explained by the fact that such an ordinary differential equa-
tion causes the stress to lag behind the stretching tensor in a sense, so that in
a periodic shaking scenario, they may find themselves in opposition of phase at
some point in time.

Figure 1: Internal dissipation in an Oldroyd B fluid

However, in a second approach, we are going to show that, contrary to ap-
pearances, both Oldroyd B and Zaremba-Jaumann fluids can actually be con-
sidered as kinematically viscous fluids with an internal variable. They are thus
included of our general framework, suitably modified to take incompressibility
into account, which is not difficult in the Eulerian description.

Before going into the specifics of Oldroyd B and Zaremba-Jaumann fluids,
let us give a quick rundown of the Coleman-Noll procedure in the Eulerian
incompressible case.

Ignoring temperature, we thus have one thermodynamic variable h, which
is a traceless matrix. We also have two kinds of internal variables (π, ξ) and
constitutive laws âm(h, π, ξ) for the free energy and σ̂(h, π, ξ) for the Cauchy
stress. As before, we must assume an ordinary differential equation

ξ̇ = k̂(h, π, ξ),

and the second principle implies that âm only depends on ξ and that the dissi-
pation inequality(

σ̂(h, π, ξ)− pI
)
: d− ρ

∂âm
∂ξ

(ξ) · k̂(h, π, ξ) ≥ 0 (51)
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holds, where p is the indeterminate pressure. Of course, by incompressibility,
we have I : d = 0 and the corresponding term disappears from the dissipation
inequality. We can also take ρ = 1 for the same reason.

We see the same natural decomposition of the (Cauchy) stress

σ̂(h, π, ξ) = σ̂diss(h, π, ξ) + pI,

into a dissipative part and here an indeterminate pressure part, which would be
replaced by an elastic pressure part in the compressible case.

The dissipation potential idea works here too, i.e., a function p̂diss : M3 ×
Rm × Rk → R+ convex with respect to its first and third arguments and such
that p̂diss(0, π, 0) = 0. Then,

σ̂diss(h, π, ξ) =
∂p̂diss
∂h

(
h, π,

∂âm
∂ξ

(ξ)
)

gives a constitutive law for the dissipative part of the stress and

k̂(h, π, ξ) = −∂p̂diss
∂λ

(
h, π,

∂âm
∂ξ

(ξ)
)

a flow rule for the internal variable ξ, which ensure the mechanical part of the
Clausius-Planck inequalities. Let us note that the symmetry of the Cauchy
stress tensor implies that p̂diss only depends on h through d = Sym(h). We
could also discuss frame-indifference issues.

Let us now see how Oldroyd B and Zaremba-Jaumann fluids fit into this
picture. We go back to decomposition (50). The idea is to set ξ = σp and use
the constitutive law σ̂diss(h, ξ) = 2ηsd+ξ, together with the ordinary differential

equation ξ + λ1

⋄
ξ = 2ηpd, which assumes the requisite forms

ξ̇ = hξ + ξhT +
1

λ1

(
−ξ + 2ηpd

)
,

i.e.,

k̂(h, ξ) = hξ + ξhT +
1

λ1

(
−ξ + 2ηpd

)
, (52)

for Oldroyd B (there is no π kind of internal variable), and

ξ̇ = wξ − ξw +
1

λ1

(
−ξ + 2ηpd

)
,

i.e.,

k̂(h, ξ) = wξ − ξw +
1

λ1

(
−ξ + 2ηpd

)
, (53)

for Zaremba-Jaumann. It is worth mentioning that any complex fluid model
based on such a differential equation as (49), with an objective derivative of the
form (48) fits equally well in this mould.

On a side note, in both Oldroyd B and Zaremba-Jaumann cases, k̂ does
not depend on h only through d (take h skew-symmetric), which precludes the
existence of a dissipation potential.

The question now is, is it possible to choose free energies âm(ξ) such that
inequality (51) is satisfied by either one of the two models?

The Oldroyd B case in answered in the negative by the following proposition.
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Proposition 5.11. There exists no C2 function âm such that the dissipation
inequality (51) is satisfied by the Oldroyd B fluid.

Proof. In the Oldroyd B model, we have tr(σs) = 0, but the trace of σp = ξ is
not constrained to any given value. We can thus take any symmetric matrix as
initial value or in the ordinary differential equation. Let us accordingly assume
that there exists a C2 function âm : Sym3 → R such that

σ : d+ z(ξ) : k̂(h, ξ) ≥ 0 with z(ξ) = −∂âm
∂ξ

(ξ) (54)

and k̂ is given by (52), for all h ∈ M3 such that trh = 0 and all ξ ∈ Sym3.
Inequality (54) is first expanded as

2ηs∥d∥2 + ξ : d+ z(ξ) : k̂(h, ξ) ≥ 0.

We remark that the left-hand side is a polynomial of degree at most 2 in h. In
particular, the transformation h → sh with s ∈ R shows that

2ηs∥d∥2s2 +
(
ξ : d+ z(ξ) :

(
hξ + ξhT +

2ηp
λ1

d
))

s− 1

λ1
z(ξ) : ξ ≥ 0 (55)

for all s ∈ R and all ξ and h. In the sequel, we let α =
ηp

λ1
and β = 8ηs

λ1
.

Setting s = 0, we obtain a first necessary condition

z(ξ) : ξ ≤ 0 (56)

for all ξ. Then, there is a discussion according to whether

• d ̸= 0, in which case (55) holds if and only if the discriminant is nonposi-
tive, (

ξ : d+ z(ξ) : (hξ + ξhT + 2αd)
)2

+ β∥d∥2z(ξ) : ξ ≤ 0, (57)

• d = 0, in which case (55) holds if and only if

z(ξ) : (hξ + ξhT ) = 0. (58)

Now if d = 0, then h is skew-symmetric, in particular traceless, and the
previous condition reads z(ξ) : (hξ − ξh) = −2

(
ξz(ξ)

)
: h = 0, for all

h ∈ Skew3. We deduce from this a second necessary condition,

ξz(ξ) ∈ Sym3 i.e. ξ and z(ξ) commute. (59)

Let us go back to (57). First of all,

z(ξ) : (hξ + ξhT ) = 2
(
ξz(ξ)

)
: h = 2

(
ξz(ξ)

)
: d

because ξz(ξ) is symmetric by (59). This provides a new equivalent version of
(57), (

(ξ + 2ξz(ξ) + 2αz(ξ)) : d
)2

+ β∥d∥2z(ξ) : ξ ≤ 0. (60)

By the Cauchy-Schwarz inequality, the worst case scenario for the first term in
the left-hand side of (60) is

d0(ξ) = ξ + 2ξz(ξ) + 2αz(ξ)− 1

3
tr
(
ξ + 2ξz(ξ) + 2αz(ξ)

)
I,
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from which we get another necessary condition,

∥d0(ξ)∥2
(
1 + βz(ξ) : ξ

)
≤ 0. (61)

The second term in the product is nonpositive if and only if

z(ξ) : ξ ≤ − 1

β
< 0,

which is impossible in a neighborhood of ξ = 0 because z is continuous. From
(61), we therefore have

d0(ξ) = 0,

that is to say
ξ + 2ξz(ξ) + 2αz(ξ) = µ(ξ)I, (62)

a neighborhood of 0 with µ(ξ) = 1
3 tr

(
ξ+2ξz(ξ)+2αz(ξ)

)
. Conversely, if relation

(62) is satisfied for some function µ, then (60) holds, since I : d = tr d = 0.
We thus see that in a neighborhood of 0,

z(ξ) =
1

2
(ξ + αI)−1(µ(ξ)I − ξ), (63)

where µ is a so far arbitrary real-valued function defined on this neighborhood.
First of all, z defined by (63) commutes with ξ, hence (59) is satisfied.

Secondly, this function z must satisfy (56). We have

z(ξ) =
1

2α
(I + o(1))(µ(0)I + o(1)) =

µ(0)

2α
I + o(1)

so that by (56),

0 ≥ z(ξ) : ξ =
µ(0)

2α
tr ξ + o(∥ξ∥),

which implies that
µ(0) = 0. (64)

To reach a contradiction, we now use the fact that z is a gradient. In order
to simplify the expressions, we remark that

z(ξ) = −1

2
I +

µ(ξ) + α

2
(ξ + αI)−1,

and we perform the change of variables ζ = ξ + αI and change of unknown
function ν(ζ) = µ(ξ)+α, so that ν(αI) = α, for ζ in a neighborhood of αI, and

z(ξ) = −1

2
I +

ν(ζ)

2
ζ−1,

by (63). The first term in the right-hand side is the gradient of ζ 7→ − 1
2 tr ζ, so

we just need to focus on
ζ 7→ y(ζ) = ν(ζ)ζ−1,

which must also be a gradient. Since y has the same smoothness as ν, we see
that ν is C1. Furthermore, the zero curl condition must be satisfied,

∂yij
∂ζkl

(ζ) =
∂ykl
∂ζij

(ζ),
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for all indices i, j, k, l, and matrices ζ in a neighborhood of αI. We take matrices
of the form

ζ =

(
ζ̄ 0
0 ζ33

)
with ζ̄ ∈ Sym2, (65)

for which

y(ζ) = ν(ζ)

 1

det ζ̄

(
ζ22 −ζ12
−ζ12 ζ11

)
0

0 ζ−1
33

 .

We only write the derivatives that we will use:

∂y11
∂ζ12

(ζ) =
1

det ζ̄

( ∂ν

∂ζ12
(ζ) + 2

ν(ζ)

det ζ̄
ζ12

)
ζ22,

∂y11
∂ζ33

(ζ) =
ζ22
det ζ̄

∂ν

∂ζ33
(ζ),

then

∂y12
∂ζ11

(ζ) = − 1

det ζ̄

( ∂ν

∂ζ11
(ζ)− ν(ζ)

det ζ̄
ζ22

)
ζ12,

∂y12
∂ζ33

(ζ) = − ζ12
det ζ̄

∂ν

∂ζ33
(ζ),

and finally

∂y33
∂ζ11

(ζ) =
1

ζ33

∂ν

∂ζ11
(ζ),

∂y33
∂ζ12

(ζ) =
1

ζ33

∂ν

∂ζ12
(ζ).

The relation ∂y11

∂ζ12
= ∂y12

∂ζ11
reads( ∂ν

∂ζ12
(ζ) + 2

ν(ζ)

det ζ̄
ζ12

)
ζ22 = −

( ∂ν

∂ζ11
(ζ)− ν(ζ)

det ζ̄
ζ22

)
ζ12

or equivalently

∂ν

∂ζ12
(ζ)ζ22 +

∂ν

∂ζ11
(ζ)ζ12 = − ν(ζ)

det ζ̄
ζ12ζ22. (66)

The relation ∂y33

∂ζ11
= ∂y11

∂ζ33
reads

1

ζ33

∂ν

∂ζ11
(ζ) =

ζ22
det ζ̄

∂ν

∂ζ33
(ζ). (67)

The relation ∂y33

∂ζ12
= ∂y12

∂ζ33
reads

1

ζ33

∂ν

∂ζ12
(ζ) = − ζ12

det ζ̄

∂ν

∂ζ33
(ζ). (68)

Replacing (67) and (68) into (66), we deduce that ν(ζ)ζ12ζ22 = 0, hence by
continuity, ν(ζ) = 0 for matrices ζ of the form (65) in a neighborhood of αI.
This contradicts ν(αI) = α, viz. (64).
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We have not stressed regularity issues thus far, but it is highly unlikely that
allowing for a less regular function âm would alleviate the problem.

The situation for the Zaremba-Jaumann fluid with respect to the second
principle is much better.

Proposition 5.12. The Zaremba-Jaumann fluid satisfies the second principle
with the choice âm(ξ) = λ1

4ηp
∥ξ∥2.

Proof. For this choice, we have z(ξ) = − λ1

2ηp
ξ and the Clausius-Planck inequality

(54) to be satisfied becomes

2ηs∥d∥2 + ξ : d− λ1

2ηp
ξ :

(
wξ − ξw +

1

λ1
(−ξ + 2ηpd)

)
≥ 0. (69)

We first remark that ξ2 is symmetric and w is skew-symmetric, thus

0 = (ξ2) : w = tr(ξξw) = ξ : (ξw) = tr(ξwξ) = ξ : (wξ),

so that the terms involving w in (69) all vanish. The left-hand side of (69) thus
reduces to 2ηs∥d∥2 + 1

2ηp
∥ξ∥2, which is always nonnegative.

Remark 5.13. There are infinitely many different choices of âm(ξ) that make
this left-hand side nonnegative, which can be described in detail. However, the
choice of a specific free energy should be based on physical grounds, not on the
mathematical fact that it can compensate for σ : d becoming strictly negative
in time just because σ obeys the ordinary differential equation given by any
chosen objective derivative. We feel it is nonetheless significant that such a
compensation is impossible for the Oldroyd B fluid, whereas there are many
mathematical possibilities for a Zaremba-Jaumann fluid.

Let us point out that we are dealing here with the second principle in the
form of the Clausius-Planck inequalities. It is not completely ruled out that an
Oldroyd B fluid complemented with a heat flux that depends on d and ξ = σp

could still satisfy the Clausius-Duheim inequality. We do not pursue in this
direction here since such a heat flux would presumably be hard to justify on
physical grounds.
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