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Illusion of�knowledge in�statistics 
among�clinicians: evaluating the�alignment 
between�objective accuracy and�subjective 
con�dence, an�online survey
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Abstract 

Healthcare professionals’ statistical illiteracy can impair medical decision quality and compromise patient safety. 
Previous studies have documented clinicians’ insu�cient pro�ciency in statistics and a tendency in overcon�dence. 
However, an underexplored aspect is clinicians’ awareness of their lack of statistical knowledge that precludes any 
corrective intervention attempt. Here, we investigated physicians’, residents’ and medical students’ alignment between 
subjective con�dence judgments and objective accuracy in basic medical statistics. We also examined how gender, 
pro�le of experience and practice of research activity a�ect this alignment, and the in�uence of problem framing 
(conditional probabilities, CP vs. natural frequencies, NF). Eight hundred ninety-eight clinicians completed an online 
survey assessing skill and con�dence on three topics: vaccine e�cacy, p value and diagnostic test results interpreta-
tion. Results evidenced an overall consistent poor pro�ciency in statistics often combined with high con�dence, even 
in incorrect answers. We also demonstrate that despite overcon�dence bias, clinicians show a degree of metacogni-
tive sensitivity, as their con�dence judgments discriminate between their correct and incorrect answers. Finally, we 
con�rm the positive impact of the more intuitive NF framing on accuracy. Together, our results pave the way for the 
development of teaching recommendations and pedagogical interventions such as promoting metacognition on 
basic knowledge and statistical reasoning as well as the use of NF to tackle statistical illiteracy in the medical context.

Keywords  Statistical illiteracy, Metacognition, Overcon�dence bias, Sensitivity, Calibration, Discrimination, Decision-
making, Medical context, Conditional probabilities, Natural frequencies
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Introduction
Study background
Statistical illiteracy among�clinicians
In medicine, a substantial amount of decisions is made 
relying on statistical and numerical information. To make 
a diagnosis, prescribe a treatment or a medical proce-
dure, evaluate a prognosis, clinicians have to reason and 
decide based on parameters such as disease prevalence, 
test results, cost/bene�t ratio of each intervention, etc. 
Previous studies have suggested that an insu�cient pro-
�ciency in basic statistics can not only be observed in 
the general public, but also in professionals with relevant 
expertise, including clinicians (Gigerenzer & Gray, 2013; 
Gigerenzer et� al., 2007). �is statistical illiteracy can 
impact medical practice and have serious consequences 
(such as overdiagnosis or overtreatment), or even com-
promise patient safety by altering the quality of clinical 
decisions (Gaissmaier & Gigerenzer, 2008; Gigerenzer 
et� al., 2007; Jenny et� al., 2018; Wegwarth, 2013; Weg-
warth & Gigerenzer, 2013; Wegwarth et�al., 2012).

Diagnosis test results’ interpretation
One speci�c medical task on which a lack of statisti-
cal literacy has been described consists of interpreting 
a diagnosis test result by estimating its associated posi-
tive/negative predictive value (PPV/NPV). �e PPV rep-
resents the likelihood for a patient receiving a positive 
test result to actually have the disease. PPV is calculated 
based on the test’s performance values (namely: sensi-
tivity and speci�city) and the disease prevalence (also 
known as the pre-test probability). Ho�rage and Giger-
enzer (1998) previously showed that when the relevant 
information to perform the PPV calculation is given in 
conditional probabilities (standard statistical problem 
framing in the medical context (Altman & Bland, 1994a, 
1994b)), clinicians often confuse PPV with sensitivity 
and only get the correct answer in 10% of the cases (Gig-
erenzer et� al., 2007; Ho�rage & Gigerenzer, 1998). Sev-
eral other studies con�rmed clinicians’ di�culties while 
facing this PPV calculation task (Anderson et� al., 2014; 
Bramwell et�al., 2006; Casscells et�al., 2010; Eddy, 1982; 
Ho�rage et�al., 2000; Labarge et�al., 2003; Lindsey et�al., 
2002; Young et�al., 2002). �is type of exercise could be 
seen as a cognitive re�ection test for clinicians and pro-
vides a good testbed to assess health care practitioners’ 
statistical (il)literacy.

Proposed solutions
Recommendations to tackle statistical illiteracy can be of 
two types: top-down, by teaching people how to better 
understand statistical information and promote metacog-
nition, or bottom-up by adapting the environment and 
especially the way we provide numbers to facilitate their 

processing (Grüne-Yano� & Hertwig, 2016). Making the 
information more digestible could enable both practi-
tioners and patients to make better-informed decisions, 
thus empowering decision-makers (Grüne-Yano� & Her-
twig, 2016). Several insights could improve our commu-
nication of numbers, mainly relying on choosing intuitive 
ways of framing statistical information: prioritize fre-
quency statements instead of single-event probabilities, 
absolute over relative risks (Gigerenzer et�al., 2007), mor-
tality rates instead of survival rates, graphical represen-
tations over numerical information (Kurz-Milcke et� al., 
2008), and natural frequencies (NF) over conditional 
probabilities (CP). PPV calculation is often taught early 
in the medical curriculum using conditional probabilities 
(Bayes theorem). As such, the statistical parameters pro-
vided to perform the PPV calculation for a given test are 
usually expressed using percentages (example: “the prev-
alence of the disease D in the population of interest is 
1%, and the sensitivity and speci�city of the test are 90% 
and 91%, respectively”). Alternatively, natural frequencies 
(NF) are suggested to allow a more simple and intuitive 
display of the same information (Gigerenzer & Ho�rage, 
1995; Gigerenzer et� al., 2007). NF represent absolute 
numerical information that one could empirically and 
sequentially observe in a population and also provide 
clearly the reference class (Gigerenzer & Edwards, 2003; 
Gigerenzer & Ho�rage, 1995) (example: “in the popula-
tion of interest, 10 persons out of 1 000 have the disease 
D; among the 10 sick persons, 9 will receive a posi-
tive test result while 901 out of the 990 healthy persons 
will receive a negative test result”). In this example, the 
PPV appears intuitively [9/(9 �  89)] and does not need 
complex calculation. It has been shown that teaching 
PPV calculation using NF positively impacts the accu-
racy of healthcare professionals at estimating PPV when 
compared to CP (46% vs. 10%, respectively; Ho�rage & 
Gigerenzer, 1998). More recently, after obtaining strong 
cues of a poor statistical literacy of medical students and 
residents through a 10-item survey, an interventional 
experiment concluded for a positive impact of a 90-min 
training session on risk literacy based on NF (rather than 
CP) to explain sensitivity and speci�city (Jenny et� al., 
2018), replicating previous similar results (Sedlmeier & 
Gigerenzer, 2001). �ese �ndings suggest that errors in 
statistical reasoning are not stable and can be addressed 
with proper educational alternatives: as such, NF could 
be a simple and e�ective tool to minimize confusions and 
errors arising from CP (Gigerenzer & Edwards, 2003).

Metacognition, con�dence & (mis)calibration in�clinical 
decisions
Another approach which could help mitigate clini-
cians’ error in statistical reasoning would be to promote 
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re�exive thinking and to increase their awareness of 
their actual statistical performance. �is ability to assess, 
re�ect on and monitor one’s own thoughts and decisions 
is usually referred to as metacognition (Fleming & Lau, 
2014; Norman et� al., 2019). �e most common way to 
measure metacognition in laboratory-based experiments 
is to collect con�dence judgments (subjective assessment 
of whether their decision is right or not) (Rouault et�al., 
2022), and two aspects have been traditionally studied. 
First, metacognitive bias refers to our general tendency to 
report a high/low con�dence. Second, metacognitive sen-
sitivity refers to our capacity to discriminate between our 
correct and incorrect decisions (Fleming et�al., 2012). At 
the level of the general population, most of us are some-
what overcon�dent (Moore & Healy, 2008; Rouault et�al., 
2018), but can detect and recognize our errors (Yeung 
& Summer�eld, 2012). �e accuracy of our con�dence 
judgments could in turn impact our decision-making 
process by engaging in seeking more information, a sec-
ond opinion, or exploring alternative options for instance. 
As such, metacognition is often considered as a potential 
solution to address the prevalence and impact of cogni-
tive biases such as overcon�dence in clinical context 
(Croskerry, 2013; Hershberger et� al., 1995; Reilly et� al., 
2013). A relevant alignment of con�dence on accuracy 
stands as a key parameter in bridging the gap between 
uncertainty, con�dence and clinical challenges (Zwaan & 
Hautz, 2019). Indeed, clinicians sometimes seem unable 
to accurately self-assess their �tness-to-perform (Davis 
et� al., 2006; Huizinga et� al., 2019) and more likely than 
other professionals to underestimate the impact of stress 
and fatigue on their own practice, and their risks of com-
mitting errors (Klein, 2005; Sexton et�al., 2000).

Overcon�dence is one of the three most studied and 
reported cognitive biases identi�ed in the clinical con-
text (Saposnik et� al., 2016). It is typically studied using 
a standard experimental paradigm that �rst measures 
accuracy with one or several real-life exercises or a sur-
vey with clinical vignettes (e.g., diagnosis cases) with a 
speci�c degree of di�culty that participants are asked to 
solve. Second, their con�dence in the accuracy of their 
answers is collected (most of the time retrospectively), 
often by asking explicitly the participants to report after 
each vignette how con�dent they are that they correctly 
solved the task (found the right answer, performed well, 
made the optimal decision…) (Olsson, 2014). �e com-
parison between their con�dence (second-order judg-
ments about their accuracy) and their actual accuracy 
(�rst-order task performance) for all responses is used 
to determine their calibration (Fleming & Lau, 2014; 
Rahnev et� al., 2020). Calibration therefore re�ects how 
well con�dence tracks accuracy overall. �e conclusions 
of such studies often highlight miscalibration, most of 

the time toward overcon�dence, among medical stu-
dents and clinicians (Ahmed & Walsh, 2020; Barnsley 
et� al., 2004; Berner & Graber, 2008; Borracci & Arrib-
alzaga, 2018; Brezis et�al., 2019; Davis et�al., 2006; Fried-
man et� al., 2001, 2005; Graber, 2008; Klein, 2005; Lam 
& Edward Feller, 2020; Lawton et�al., 2019; Meyer et�al., 
2013; Miller et� al., 2019; Morgan & Cleave-Hogg, 2002; 
Naguib et� al., 2019; O’Donoghue et� al., 2018; Rahmani, 
2020; Zwaan & Hautz, 2019). However, metacognitive 
sensitivity (how well con�dence judgments discrimi-
nate between correct and incorrect answers) has barely 
been addressed in these previous works (Barnsley et�al., 
2004; Fleming & Lau, 2014; C. Friedman et�al., 2001; C. 
P. Friedman et�al., 2005; Maniscalco & Lau, 2012; Meyer 
et�al., 2013; O’Donoghue et�al., 2018).

Rationale and�objectives of�the�present study
While previous studies suggest a poor pro�ciency in sta-
tistics and a tendency to overcon�dence among medical 
students and clinicians, an underexplored but crucial 
aspect is doctors’ awareness of their lack of knowledge 
in statistical reasoning. Despite the numerous studies 
conducted on statistical illiteracy throughout the past 
decades, to our knowledge, only one explicitly investi-
gated clinicians’ con�dence in their statistical knowledge 
(Bramwell et� al., 2006). �is work revealed a miscali-
bration toward overcon�dence (Bramwell et� al., 2006). 
However, this study only collected low-granularity con-
�dence judgments with Likert scales, solely focused on a 
PPV calculation task, and did not explore how clinicians’ 
demographics nor statistical problem framing a�ected 
reported con�dence. Furthermore, it remains unknown 
how well reported con�dence distinguishes between 
objectively correct and incorrect responses. Hence, the 
present study aims at addressing these gaps. We used a 
paradigm inspired by previous studies (Bramwell et� al., 
2006; Ho�rage & Gigerenzer, 1998; Jenny et� al., 2018), 
collecting both accuracy and con�dence judgments in a 
large sample of medical students and clinicians (N � 898) 
on three di�erent topics related to medical statistics: 
vaccine e�cacy, p value and test results interpretation. 
Our results indicate a low response accuracy across 
these three topics, and provide evidence that despite an 
overcon�dence bias, clinicians still showed a substan-
tial degree of metacognitive sensitivity (measured via 
discrimination).

Methods
Survey content
�is study was performed using a preregistered online 
survey framed as a challenging quiz constituted of three 
exercises. Participants were provided with broad expla-
nations regarding the quiz content as well as instructions 
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and examples on how to answer using visual analog scales 
(VAS). Participants were asked not to use any external 
help (Internet, book or colleague) to answer the quiz. 
�e survey structure is explained in Fig.�1A; its content 
including sentences of context, questions as well as expla-
nations is provided in Annex of Additional �le�1.

Demographics
In addition to the total completion time, the following 
demographic data were collected: gender, age, pro�le 
(student, resident, physician), level of experience (num-
ber of years of studies/residency/practice), involvement 
in studying another discipline (especially mathemat-
ics), country of study/practice, intended (for students) 
or practiced medical specialty, type of practice (public/
private, hospital/medical o�ce) and relative time shared 
between clinical practice and research activities.

After collecting demographics, participants were pre-
sented with the three exercises collecting both answers 
and con�dence judgments for each question. Each exer-
cise focused on a speci�c statistical topic (vaccine e�-
cacy, p value and test results interpretation). Vaccine 
e�cacy and test results interpretation was applied to the 
current context of the COVID-19 pandemic.

Exercises 1 and�2: vaccine e�cacy and�p value exercises
�e two �rst exercises were presented in a random order, 
and focused on the topic of “vaccine e�cacy” and “p value”, 
respectively. Each was composed of a short sentence of sci-
enti�c formal context, followed by the beginning of a sen-
tence (respectively, “A vaccine against coronavirus with an 
e�cacy of 95%: …” and “�e p  value returned by a statisti-
cal test: …”) that could be completed by six possible claims 
simultaneously presented in a random order (for example 
“is 95% safe: has only a 5% risk of inducing side e�ects” and 
“established the existence of a necessarily noteworthy e�ect”, 
respectively, see Fig.�1A and B for the question format and 
Figs.�2 and 3 for full questions’ content). Claims about p 

value and COVID vaccine were developed according to clas-
sical de�nitions and misconceptions (Colquhoun, 2017) and 
most recent literature (Baden et�al., 2021; Haute Autorité de 
Santé, 2020; Olliaro, 2021; Polack et�al., 2020), respectively. 
Participants were instructed that several claims could be cor-
rect, and they had to give their answer (true/false) and their 
judgment of con�dence on each proposed claim in order to 
complete the exercise. �ere were 12 proposed claims (6 for 
p value and 6 for vaccine e�cacy).

Participants’ answers were collected through visual analog 
scales (VAS) ranging from “I am sure that this claim is incor-
rect” to “I am sure that this claim is correct” with “I do not 
know” in the middle of the scale (slider’s default position). 
VAS participant’s inputs were saved as a numerical value 
ranging from �  100 to �  100 (apart from the � 100, 0 and � 
100 labels, no other numerical value was displayed, see illus-
tration Fig.�1B). �is double-sided VAS allowed to simul-
taneously collect the participants’ answer and con�dence 
judgment (Rollwage et�al., 2020).

Exercise 3: test results interpretation exercise
�is later exercise was composed of two theoretical ques-
tions about sensitivity and speci�city, one PPV calcula-
tion task and then, three last theoretical questions about 
PPV, NPV and prevalence (order chosen to avoid remind-
ing the participants with these key de�nitions before PPV 
calculation task; Fig.�1A).

�eoretical questions  �e �ve theoretical questions 
(about sensitivity, speci�city, PPV, NPV and prevalence), 
extracted from the Quick Risk Test (Jenny et�al., 2018), 
aimed at evaluating and controlling participants’ knowl-
edge on necessary concepts for test results interpretation. 
Participants were asked to associate sensitivity, speci�city, 
PPV and NPV concepts to their de�nition, among four 
possible and to identify prevalence as a necessary piece of 
information to perform PPV calculation. Questions were 

Fig. 1 Experimental paradigm and measurements scales. A Study design. Exercises focusing on vaccine e�cacy and p value were presented in a 
random order, while the exercise about test results interpretation was always the last. In this �gure section, the letters B and C, respectively, refer to 
sections B and C from Fig. 1, each section describing the response interface used for some questions. The full survey content including sentences of 
context, questions as well as explanations is provided in Annex of Additional �le 1. B A double-sided visual analog scale was used in exercises about 
vaccine e�cacy and p value as well as in the �ve theoretical questions of the exercise about test results interpretation to collect simultaneously 
participants’ accuracy (side of the cursor) and con�dence (distance to the center/extremity of the scale) on each claim. Instructions given to the 
participants To give your answer, move the slider on the scale: the more hesitant you are about your answer, the closer the slider should be placed 
to the middle, the more con�dent you are about your answer, the closer the slider should be placed to the extremity of the scale. If you don’t know 
and you answer randomly, place the slider on the center. C The practical PPV calculation task of the exercise focused on test results interpretation 
used two paired visual analog scales: participants indicated their PPV estimation (ranging from 0 to 100%) by moving the �rst cursor on the �rst 
visual analog scale, and then reported their judgment of con�dence by adjusting the width of a blue zone of uncertainty around the �rst value 
using the second cursor of the second visual analog scale (width of blue zone �  0.02 * con�dence2). The lower the judgment of con�dence, the 
more extended the blue area. Instructions given to the participants To answer, move the �rst slider on the scale to indicate your answer, then adjust 
your con�dence level by moving the second slider

(See �gure on next page.)
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Fig. 1  (See legend on previous page.)
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built according to the same structure as the two previous 
exercises, participants answered using the same double-
sided VAS.

PPV calculation task  �e PPV calculation task was 
presented in a slightly di�erent manner than the previ-
ous exercises. One goal of this practical calculation task 
was to assess the impact of statistical problem framing on 
accuracy and con�dence. Each participant was presented 
with a sentence of scienti�c formal context mention-
ing the sensitivity and speci�city values for COVID-19 
antigenic test (90 and 99%, respectively) and randomly 
assigned to the conditional probabilities (CP) or the natu-
ral frequencies (NF) framing group. Participants assigned 
to the conditional probabilities (CP) condition were told 
that “the test sensitivity is 90%” for instance, while partici-
pants assigned to the natural frequencies (NF) condition 
were told that “36 out of 40 patients who have the disease 
received a positive test result” (which represents the exact 
same information framed di�erently; see Annex in Addi-
tional �le� 1 for full the content of questions and interven-
tions). When asked “If the test result is positive, what is 
the probability that the tested patient truly has COVID-
19?” (i.e., perform a PPV calculation), participants had to 
provide their answer using two VAS. �e �rst VAS con-
trolled a slider moving from 0 to 100% with numerical 
feedback (answer), the second VAS allow adjusting a more 
(low con�dence) or less (high con�dence) wide blue zone 
of uncertainty around the �rst chosen value (judgment of 
con�dence default position was set on the middle of both 
VAS, see Fig.�1C, see Additional �le�1 for more informa-
tion).

After each exercise, participants were asked to rate the 
subjective di�culty (from 1: very easy to 5: very di�-
cult) and the willingness they would have had to seek for 
more information or to ask for help to deal with a similar 
situation in real-life (Yes / No) (see Fig.�1A, “Qualitative 
evaluation”).

At the end of the survey, participants were then pre-
sented with all the correct answers for the three exer-
cises and subsequently randomly assigned to one out of 
three possible teaching interventions. �e interventions 
provided explanations (text and a tree-shaped visual rep-
resentation) about how to perform the PPV calculation 
task, framed in three alternative manners: CP framing, 
NF framing or the correct answer alone without further 
explanation. �e CP- and NF-framed explanations were 
translated to French from previous experiments (Hof-
frage & Gigerenzer, 1998; Jenny et� al., 2018; Wegwarth 
et�al., 2012). At the end of the experiment, participants 
were invited to subscribe to an optional second phase (by 
providing an email address for later contact). �is second 

phase aimed at evaluating the impact of CP vs. NF fram-
ing of explanations during the �rst phase on participants’ 
accuracy and con�dence in a similar forthcoming PPV 
calculation task. Participants who agreed to take part in 
the second phase were contacted six weeks after the �rst 
phase was completed. Phase 2 consisted in only one PPV 
calculation task; the instructions were presented at the 
same time with both framings (CP and NF) and followed 
by qualitative questions.

Survey settings
�e survey was conducted through the Qualtrics plat-
form, the subscription and invitation to the second phase 
through a RedCap protocol in order to ensure the secu-
rity of participants’ personal data. Once participants vali-
dated their response to a question, it was not possible for 
them to come back and change it. Among all questions 
and exercises, only the demographic questions and the 
PPV calculation task were compulsory to proceed further 
in the survey. All other questions were optional.

Survey di�usion
Target participants and�recruitment
Our target population was French-speaking medical stu-
dents, residents and practicing physicians. We recruited 
participants from August 2nd, 2021, until February 
2nd, 2022 through direct contact, professional mailing-
lists and social media (Twitter, LinkedIn and Facebook 
mainly). Participants were volunteers; they received no 
�nancial compensation for their participation. To ensure 
wide distribution and foster participation, the survey was 
framed as a gami�ed quiz and we highlighted the bene�ts 
of its educational content.

Sample size
�e information provided in the literature did not allow 
for a robust a priori power analysis (Cohen, 1988; Faul 
et� al., 2007). Previous survey studies investigating sta-
tistical (il)literacy among clinicians typically included 
50 to 60 participants for a between-subjects experimen-
tal design (Casscells et�al., 2010; Ho�rage & Gigerenzer, 
1998), and reported medium to large e�ect sizes on accu-
racy di�erence depending on the statistical data fram-
ing (Bramwell et�al., 2006; Gigerenzer & Ho�rage, 1995). 
Given our design looking at several demographic varia-
bles that we suspected to impact accuracy (especially par-
ticipant pro�les) and associated con�dence, introducing 
two statistical framing conditions randomized between 
participants for the PPV calculation task and aiming at 
assessing a subset of participants during a second phase, 
we set a high sample size target to ensure having enough 
power. �us, as mentioned in the pre-registration of our 
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study,1 our minimum target sample size was 300 partici-
pants. Ideally, 600 participants should complete the study 
in order to run Phase 2 with enough statistical power 
(expecting 10–15% of participants willing to do the sec-
ond phase). Our maximum target sample size was 1200 
participants.

Analysis
In order to minimize data loss, we used the greatest num-
ber of participants’ responses available for each analy-
sis. Participants that did not answer any claim of a given 
exercise were excluded from the analysis of this exercise.

All statistical analyses were conducted using R version 
3.6.1 (R Development Core Team, 2019). Continuous vari-
ables were expressed as mean and standard deviation (sd) 
for normally distributed data, or as median and interquartile 
range (IQR) for non-normally distributed data, while cat-
egorical data were reported as frequencies and percentages. 
Intergroup comparisons were performed using Welch’s two-
sample t-test, paired t-test, Wilcoxon–Mann–Whitney test, 
Chi-square test, one-way analysis of variance (ANOVA) and 
Kruskal–Wallis test as appropriate.

All tests were two-sided, and the level of statistical signi�-
cance was set at p or adjusted p < 0.05 for all tests.

Results
Demographics
Overall, 898 clinicians participated in the survey (demo-
graphic questions �  at least one exercise). Participants 
were distributed as follows: 522 medical students, 151 
residents, 22 students/residents from abroad and 203 phy-
sicians. More than half of the participants were between 
20 and 25�years old. �e median age category was 20 to 
25 [IQR �  20 to 25–30 to 35]. �e proportion of women 
participants signi�cantly varied across participants’ pro-
�les, dropping from 71% among students to 66.9% among 
residents and �nally to 42.8% among physicians (�2 �  49.3, 
2 degrees of freedom [df], p �  1.9e� 11). �is variability 
is in line with the current women proportion among the 
French medical �eld: 70% in �rst year of medical stud-
ies in 2019,2 61.2% among residency national exams in 
20213 (� 2 �  1.8, df �  1, p �  0.18), 44.2% among practicing 
physicians in 20164 (� 2 �  0.10, df �  1, p �  0.74). General 

practice, neurology and intensive care medicine were the 
most represented medical specialties. Among physicians, 
more than one half reported working in a public hospital, 
and one half reported having no research activity at all, 
while 67% of those who reported having a research activ-
ity declared to spend less than 1� day/week on research 
activity (Table� 1 for more details about participants’ 
demographics).

Among all participants, 657 (73.2%) went through the 
whole survey (see Additional �le�1: Fig. S2). We observed 
a similar attrition rate across students, residents and 
physicians throughout the survey, ranging from 45 to 
52% (�2 � 5.7, df � 3, p �  0.13). Median duration comple-
tion was about 18�min and 30�s [IQR � 13�17�—27�06�]. 
Response pro�les on test questions (see Additional �le�1: 
Fig. S1) strongly suggest that participants have properly 
understood and correctly used the double-sided VAS to 
report both their answer and their con�dence judgment 
(see Fig.�1, additional details in the Additional �le�1).

Exercises 1 & 2: vaccine e�cacy and�p value exercises
�e results of these two exercises were analyzed by cal-
culating, for each claim, the distance to the correct 
answer (d) de�ned as a score ranging from 0 to 100 
containing both responses dimensions: namely the cor-
rectness of the answer (correct or incorrect) as well as 
the participant’s con�dence in that answer obtained 
through the VAS. Distance to the correct answer for-
mula was: d �|c*sign(x)*100 �  x|/2, with x being the par-
ticipant’s response obtained from the double-sided VAS 
( � 100 < x < 100; x > 0 for claims considered as “true” and 
x < 0 for claim considered as “false”), and c standing for 
the correctness of the participant’s response (c � 1 for 
correct, c �  �  1 for incorrect). Consequently, while d � 0 
stands for a correct answer with maximal con�dence, 
d �  100 indicates an incorrect answer with maximal con-
�dence. Similarly, d < 50 correspond to correct answers, 
while d > 50 correspond to incorrect answers. d � 50 
stands for “I do not know” answers and, �nally, d close to 
50 corresponds to a lower level of con�dence and close to 
0 or 100 corresponds to a high level of con�dence.

We observed a wide variability in accuracy throughout 
claims, ranging from 37.7 to 91% in the “vaccine e�cacy” 
exercise, and from 28.1 to 71.4% in the “p value” exercise. 
�e overall con�dence in provided responses was high 
(median con�dence per participant measured between 
0 and 100: 78.5 [IQR �  65.7–90.8]) both for correct 
(median � 88.3 [IQR �  75.8–98.0]) and incorrect answers 
(median � 66.7 [IQR � 44.8–86.0]).

�ree di�erent patterns of responses emerged from 
Figs.�2 and 3:

1 Pre-registration on OpenScienceFramework: https://​osf.​io/​5hmcs.
2  Peltier C. (2019, February 19). En médecine, plus de �lles mais tou-
jours autant d’enfants de cadres. Le Monde. https://​www.​lemon​de.​fr/​
campus/​artic​le/​2019/​02/​09/​en-​medec​ine-​plus-​de-​filles-​mais-​toujo​urs-​
autant-​d-​enfan​ts-​de-​cadres_​54214​79_​44014​67.​html
3  https://​www.​legif​rance.​gouv.​fr/​jorf/​id/​JORFT​EXT00​00442​29585
4  La démographie des professionnels de santé. DREES. https://​drees.​solid​
arites-​sante.​gouv.​fr/​sourc​es-​outils-​et-​enque​tes/​la-​demog​raphie-​des-​profe​
ssion​nels-​de-​sante

https://osf.io/5hmcs
https://www.lemonde.fr/campus/article/2019/02/09/en-medecine-plus-de-filles-mais-toujours-autant-d-enfants-de-cadres_5421479_4401467.html
https://www.lemonde.fr/campus/article/2019/02/09/en-medecine-plus-de-filles-mais-toujours-autant-d-enfants-de-cadres_5421479_4401467.html
https://www.lemonde.fr/campus/article/2019/02/09/en-medecine-plus-de-filles-mais-toujours-autant-d-enfants-de-cadres_5421479_4401467.html
https://www.legifrance.gouv.fr/jorf/id/JORFTEXT000044229585
https://drees.solidarites-sante.gouv.fr/sources-outils-et-enquetes/la-demographie-des-professionnels-de-sante
https://drees.solidarites-sante.gouv.fr/sources-outils-et-enquetes/la-demographie-des-professionnels-de-sante
https://drees.solidarites-sante.gouv.fr/sources-outils-et-enquetes/la-demographie-des-professionnels-de-sante


Page 8 of 21Lakhli��et�al. Cognitive Research: Principles and Implications            (2023) 8:23 

Table 1 Demographics from all participants (N � 898)

Variable All (898) Student (522) Foreign student/
resident (22)

Resident (151) Physician (203]

Gender Woman: 553 (63.3%) Woman: 363 (70.6%) Woman: 14 (63.6%) Woman: 99 (66.4%) Woman: 83 (41.9%)

Man: 316 (35.8%) Man: 148 (28.8%) Man: S (36.4%) Man: 49 (32.9%) Man: 111 (55.1%)

Unknown: S (0.9%) Unknown: 3 (0.6%) Unknown: 0(0%) Unknown: 1 (0.7%) Unknown: 4 (2%)

Age Median �  20 to 25 
[IQR �  20 to 25—30 
to 35]

Median �  20 to 25 
[IQR �  20 to 25–20 
to 25]

Median �  25 to 30 
[IQR �  20 to 25—25 
to 30]

Median �  25 to 30 
[IQR �  20 to 25 -25 
to 30]

Median �  35 to 40 
[IQR �  30 to 35 -45 to 50]

Experience (year) 1:15 (2.9%) 1:87 (57.6%) Less than 5 years: 60 
(30.3%)

2: 67 (12.8%) 2: 21(13.9%) 5 to 10 years: 45 (22.7%)

3: 74 (14.2%) 3: IS (11.9%) 10 to 15 years: 30 (15.2%)

4:143 (27.4%) 4:16 (10.6%) 15 to 20 years: 16 (S.1%)

5:96 (18.4%) 5:8(5.3%) 20 to 25 years: 11 (5.6%)

6:127(24.3%) 6:1 (0.7%) 25 to 30 years: 10 (5.1%)

30 to 35 years: 13 (6.6%)

35 to 40 years: S (4%)

more than 40 years: 5 
(2.5%)

Specialty (top 5) 1 don’t know yet: 115 
(22%)

General practice: 46 
(30.5%)

General practice: 48 
(23.6%)

General practice: 50 
(9.6%)

Neurology: 15 (9.9%) Neurology: 34 (15.7%)

Surgery: 34 (6.5%) CCM /anesthesiology: 
11 (7.3%)

CCM /anesthesiology: 25 
(12.3%)

Pediatrics: 17 (3.3%) Psychiatry: 9 (6%) Psychiatry: 15 (7.9%)

Anesthesia—int. care: 
16 (3.1%)

Emergency medicine: 
7 (4.6%)

Public health: 8 (3.9%)

Type of practice (top 3) In a public hospital: 117 
(57.6%)

In a medical o�ce: 39 
(19.2%)

In a private hospital: IS 
(S.9%)

Research time (%) [0,20): 136 (67%)

[20,40): 28 (13.8%)

[40,60): 16 (7.9%)

[60,SO):5 (2.5%)

[SO, 100]: 13 (6.4%)

Unknown:5 (2.5%)

•	 Easy claims resulting in a consistent correct response 
pro�le across participants (high accuracy and high 
con�dence, overall),

•	 Hard claims resulting in a less consistent errone-
ous response pro�le (mostly low-to-high-con�dent 
incorrect answers),

•	 Intermediate claims resulting in a cleaving response 
pro�le (bimodal distribution of the accuracy with 
high numbers of correct and incorrect answers and a 
peak of low-con�dent uncertain responses).

More detailed discussion on these results is available in 
the Additional �le�1. 
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Fig. 2 Responses to the “vaccine e�cacy” exercise, N �  822. The density and box plots represent the distribution of participants’ responses for 
each of the 6 proposed claims. The collected data are here mapped onto a double-sided probability scale ranging from 50% (lowest con�dence, 
the participant answered randomly) to 100% (maximal con�dence judgment), both for correct (blue area) and incorrect (red area) answers. Also 
represented on the x-axis, the distance to the correct answer (d) is de�ned as a score composed both by the accuracy and con�dence, ranging 
from 0: correct answer with maximal con�dence to 100: incorrect answer with maximal con�dence through 50: “I do not know”, d < 50 and d > 50, 
respectively, corresponding to correct and incorrect answers. Each vertical line stands for a response. The percentage of this exercise’s participants 
who gave a correct answer is indicated in each blue area. True claims are indicated by a green ticked box
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Among the 756 participants that completed both exer-
cises 1 and 2, we observed a signi�cantly positive corre-
lation between performance (average number of correct 

answers across the 6 claims of each exercise) in the “vac-
cine e�cacy” and “p value” exercises (Pearson’s correla-
tion: r � 0.23, p � 2.1e�10, see Fig.�4). 

Fig. 3 Responses to the “p value” exercise, N �  794. The density and box plots represent the distribution of participants’ responses for each of the 6 
proposed claims. The collected data are here mapped onto a double-sided probability scale ranging from 50% (lowest con�dence, the participant 
answered randomly) to 100% (maximal con�dence judgment), both for correct (blue area) and incorrect (red area) answers. Also represented on 
the x-axis, the distance to the correct answer (d) is de�ned as a score composed both by the accuracy and con�dence, ranging from 0: correct 
answer with maximal con�dence to 100: incorrect answer with maximal con�dence through 50: “I do not know”, d < 50 and d > 50, respectively, 
corresponding to correct and incorrect answers. Each vertical line stands for a response. The percentage of this exercise’s participants who gave a 
correct answer is indicated in each blue area. True claims are indicated by a green ticked box
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Interestingly, the sub-group of 80 participants (10%) 
with a plausibly more advanced level in statistics (with 
a bachelor/master degree in mathematics, a PhD degree 
or practicing a research activity for at least 20% of their 
time) performed signi�cantly better only at the “p value” 
exercise than the rest of respondents (lower distance to 
the correct answer: 31.2 for participants with advanced 
level in statistics, as compared to 40.1 for others; Welch’s 
t-test, t � 3.69, df � 92.5, p � 0.0004).

Con�dence increases more rapidly than�performance
To explore participants’ con�dence as a function of per-
formance, we analyzed participants’ mean con�dence 
as a function of the number of correct answers over the 
12 claims (ranging from 0 to 12). Figure�5A shows how 
mean overall con�dence gradually and rapidly increases 
with the number of correct answers. While partici-
pants with less than two correct answers had a lower 
con�dence score, this con�dence score turned on aver-
age above 50/100 as soon as participants reached 3/12 

correct answers, until reaching 80/100 for 7/12 correct 
answers or more. �is nonlinear link between con�dence 
and performance reveals a miscalibration in the direction 
of overcon�dence.

Discrimination between�correct and�incorrect answers
We investigated participants’ discrimination by looking at 
the di�erence between con�dence in correct vs. incorrect 
answers at the individual level (see Fig.�5B). Con�dence 
was analyzed with regard to the correctness of answers 
(2 levels: correct/incorrect), the performance (12 levels: 
number of correct answers) and the participants’ pro�le 
(3 levels: students/residents/physicians) by �tting a lin-
ear mixed-e�ects model. �e model also included gen-
der (2 levels: men/women), practice of research (2 levels: 
yes/no) and the exercise topic (vaccine e�cacy/p value) 
for covariates adjustment. �e participant identi�er was 
assigned as a random e�ect (intercept) to account for the 
repeated responses by participant. Signi�cance for main 
e�ects and interactions of correctness, performance and 

Fig. 4 Bubble plot with regression line of the number of correct answers on the p value exercise as a function of number of correct answers on the 
vaccine e�cacy exercise. There were six claims in each exercise. Performance correlated on the two exercises across participants (r and p indicate 
Pearson’s correlation coe�cient and statistical signi�cance). The red line represents the linear regression line with shaded gray area illustrating 
the 95% con�dence interval. The circles are proportional to the number of responses in each of the cases and are for display purposes. The color 
intensity increases with the number of correct answers over the two exercises (from 0 in white to 12 in dark purple). All participants that completed 
both exercises are pooled together for this analysis (N �  756). Performance (number of correct answers out of the 6 claims) correlates between the 
exercises focusing on vaccine e�cacy and p value
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Fig. 5 Con�dence as a function of performance (number of correct answers) across the 12 claims of exercises on vaccine e�cacy and p value 
(N(A) � 756, N(B) � 756). The collected data are here mapped onto a probability scale from 50 (lowest con�dence, the participant answered 
randomly) to 100 (maximal con�dence judgment). This was done by applying the transformation / 2 �  50 to the collected con�dence judgments. 
A Con�dence judgments of all claims from both exercises were averaged for each participant to indicate their global con�dence. The linear plot 
shows the mean progression of these individual global con�dence levels in function of the participants’ respective performance (number of correct 
answers) across the two exercises. Error bars indicate standard error of the mean (SEM). The values above each mean point indicate the number of 
participants with X correct answers. Global reported con�dence increases more rapidly than performance across exercises on vaccine e�cacy and p 
value. B Con�dence judgments plotted separately for correct and incorrect answers as a function of performance (number of correct answers). Error 
bars indicate SEM over participants. Values for participants with 0 and 1 correct answers were, respectively, plotted according to 3 and 2 participants’ 
data points. Overall, con�dence in correct answers was signi�cantly higher than in incorrect answers for all levels of performance superior to one 
correct answer

pro�le was assessed based on Type II Wald Chi-square 
tests using the function Anova in the car R package. Post 
hoc pairwise comparisons were carried out on the signi�-
cant higher-level interactions with the emmeans R pack-
age (https://​cran.r-​proje​ct.​org/​web/​packa​ges/​emmea​ns/​
emmea​ns.​pdf) to further determine where the di�er-
ences occur across the subgroups. P values resulting from 
the post hoc tests were adjusted with the Tukey’s method 
to account for the multiplicity of contrasts.

�is analysis revealed a three-way interaction cor-
rectness � performance �  participant’s pro�le (Wald 
� 2 � 36.9, df � 18, p �  0.005). �e observed variation of 
discrimination across performance appears stronger in 
students and to a lesser extent among residents com-
pared to physicians (see Additional �le�1: Table�S2C and 
Fig. S3). Post hoc tests showed signi�cant di�erences 
between con�dence in correct vs. incorrect answers for 
each level of performance (from 2 to 11 correct answers) 
(all adjusted p < 0.0001, see Additional �le�1: Table�S2B). 
However, the magnitude of the mean con�dence di�er-
ences between correct and incorrect answers decreased 
when the performance increased, dropping from 32.5 
points for participants with only 3 correct answers out of 

12, to 14.2 points for participants with 8 correct answers 
(see Fig.�5B, Additional �le�1: Fig. S3 and Table�S2B). �is 
decrease of metacognitive sensitivity while performance 
increases relates with the gradual rise of con�dence in 
incorrect answers with overall performance. Indeed, the 
con�dence in correct answers quickly jumps and stays 
stable around 80–90/100 as soon as the performance 
reaches 3 out of 12 correct answers (see Fig.�5B).

In summary, the correct de�nitions of the concepts of 
vaccine e�cacy and p value were not mastered by half of 
the participants who overall showed a low accuracy asso-
ciated with overcon�dence. However, participants’ con-
�dence judgment allowed to discriminate between their 
correct and incorrect answers.

Exercise 3: test results interpretation exercise
Six hundred eighty-one participants (63.8% of women) 
completed this exercise, among which 401 medical stu-
dents, 108 residents, 16 students/residents from abroad 
and 156 physicians. �e exercise participants’ demo-
graphics were similar to those of the total pool of par-
ticipants (see Table�2 for more details about participants’ 
demographics).
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Theoretical questions
In this exercise, participants were asked to identify the 
correct de�nitions of sensitivity, speci�city, PPV and 
NPV. For each question, they had to evaluate four dif-
ferent options (see Additional �le�1: Fig. S4). Responses 
to these (non-mandatory) questions reveal that 80.4% 
(512/637) and 66.8% (429/642) of participants identi-
�ed the correct de�nitions of sensitivity and speci�city, 
respectively, while 75.7% (442/584) and 73.9% (437/591) 

correctly identi�ed PPV and NPV. Only 68.4% (372/544) 
of the participants knew that prevalence is required to 
perform PPV calculation. In all �ve questions, options 
were correctly selected or rejected with almost maximum 
con�dence (median � 100 [IQR �  100–100]), while con�-
dence in incorrect answers was more variable (see Addi-
tional �le� 1: Fig. S4). If 6.2% of participants misattributed 
speci�city de�nition to sensitivity, 15.9% did the opposite 
(attributing sensitivity de�nition to speci�city).

Table 2 Demographics from participants of the “test results interpretation” exercise (N � 681)

Variable All (681) Student (401) Foreign student/
resident (16)

Resident (108) Physician (156)

Gender Woman: 432 (53. 8%)Woman: 284 (71.2%) Woman: 9 (56.2%) Woman: 73 (67.6%) Woman: 66 (42.9%)

Man: 239 (35.3%) Man: 113 (28.3%) Man: 7 (43.8%) Man: 34 (31.5%) Man: 85 (55.2%)

Unknown: 6 (0.9%) Unknown: 2 (0.5%) Unknown: 0 (0%) Unknown: 1 (0.9%) Unknown: 3 (1.9%)

Age Median �  20 to 25 
[IQR �  20 to 25–30 
to 35]

Median �  20 to 25 
[IQR �  20 to 25–20 
to 25]

Median �  25 to 30 
[IQR �  20 to 25–25 
to 30]

Median �  25 to 30 
[IQR �  20 to 25–25 
to 30]

Median �  35 to 40 
[IQR �  30 to 35–45 to 50]

Experience (year) 1:10 (2.5%) 1: 6c (61.1%) Less than 5 years: 47 
(30.5%)

2: 47 (11.7%) 2: 11 (10.2%) 5 to 10 years: 37 (24%)

3:5S (14.5%) 3:15 (13.9%) 10 to 15 years: 22 (14.3%)

4:107 (26.7%) 4:11 (10.2%) 15 to 20 years: 12 (7.8%)

5:75 (1S.7%) 5: 5 (4.6%) 20 to 25 years: 9 (5.8%)

6:104 (25.9%) 25 to 30 years: 6 (3.9%)

30 to 35 years: 10 (6.5%)

35 to 40 years: 7 (4.5%)

More than 40 years: 4 
(2.6%)

Specialty (top 5} 1 don’t know yet: 85 
(21.2%)

General practice: 36 
(33.3%)

Neurology: 31 (19.9%)

General practice: 39 
(9.7%)

Neurology: 13 (1Z%) General practice: 30 
(19.2%)

Surgery: 23 (5.7%) CCM/anesthesiology: 
9 (8.3%)

CCM/anesthesiology: 20 
(12.8%)

Pediatrics: 15 (3.7%) Surgery: 5 (4.6%) Psychiatry: 13 (8.3%)

Anesthesia—int. care: 
12 (3%)

Pediatrics: 4 (3.7%) Public health: 6 (3.8%)

Type of practice (top 3) In a public hospital: 94 
(60.3%)

In a medical o�ce: 26 
(16.7%)

In a private hospital: 15 
(9.6%)

Research time (%) [0,20): 104 (66.7%)

[20,40): 21 (13.5%)

[40,60): 14 (9%)

[60,80): 4 (2.6%)

[80,100]: 11 (7.1%)

Unknown: 2(1.3%)
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PPV calculation task
PPV calculation aimed at measuring participant’s accu-
racy and con�dence on a related practical task. �e cor-
rect PPV was 26%. We considered all answers included 
in the 26 �  5% range as correct. �e vast majority of 
participants performed this di�cult task (only 3% of 
participants barely moved the VAS cursors within the 
50% �  5% zones and thus, were kept in the analysis). �e 
PPV calculation task was analyzed according to correct-
ness, confusion with sensitivity/speci�city, and instruc-
tion framing (NF/CP) using Wilcoxon–Mann–Whitney 
test, Kruskal–Wallis test and Chi-square test or two-way 
ANOVA where appropriate.

General accuracy and�con�dence
Only 15% (102/681) of the participants solved this 
task correctly (see Fig.�6A). �e overall con�dence 
in responses (from 0 to 100) was high (median � 80 
[IQR �  61–95]). Interestingly, Fig.�6A reveals 2 clusters 
of incorrect answers around 90% and 99%. �ese incor-
rect answers might be explained by confusion with sen-
sitivity or speci�city, respectively. For further analysis, we 
isolated “confusion with sensitivity” responses de�ned as 
answers within the 90 �  1% range, and “confusion with 
speci�city” de�ned as answers within the 99 � 1% range. 
More than a third (38.2%) of all answers (260/681) fell in 
the zone of confusion with sensitivity, representing 45% 
of all incorrect answers (260/579). Similarly, 11.2% of all 
answers (76/681) fell within the zone of confusion with 
speci�city, representing 13.1% of all incorrect answers 
(76/579). Among the 49 participants who misattributed 
sensitivity de�nition to PPV in the theoretical questions, 
57.1% (28/49) also confused the PPV for the sensitivity 
in the calculation task, which is signi�cantly more than 
incorrect answers attributable to confusion with sensitiv-
ity among the participants who knew the PPV de�nition 
(33.5%, 148/442, �2 � 9.7, df � 1, p � 0.002).

�e participants who found a correct answer in the 
PPV task performed slightly better on the 2 previous 
exercises about “vaccine e�cacy” and “p value” (by hav-
ing more correct answers across the 12 claims (median 
� 8 [IQR �  7–10] vs. participants that did not correctly 
solve the PPV calculation: median � 7 [IQR � 6–9], 

Wilcoxon–Mann–Whitney test, p �  0.0007). Of note, the 
sub-group of 73 participants (10%) with a plausibly more 
advanced level in statistics did not perform better than 
the rest of respondents on this practical task.

Accuracy according to�framing
Participants were twice more likely to give a correct 
answer when the problem was framed in natural fre-
quencies when compared to conditional probabilities 
(NF: 21%, 72/343 vs. CP: 8.0%, 30/338; �2 � 18.7, df � 1, 
p � 1.5e�5, see Figs.� 6B and C). A major distinction 
between the two framings lies in the fact that sensitivity 
and speci�city values are explicitly displayed in condi-
tional probabilities instructions, whereas they only can be 
inferred by the numerical pieces of information provided 
in natural frequencies condition. Despite this discrep-
ancy, we found no di�erence in confusion rate with sensi-
tivity (NF: 122/343, 35.6% | CP: 138/338, 40.83%, �2 � 1.8, 
df � 1, p �  0.18) nor with speci�city (NF: 34/343, 9.9% | 
CP: 42/338, 12.4%, � 2 � 0.8, df � 1, p �  0.36) depending on 
the framing, suggesting that confusion between PPV and 
sensitivity or speci�city is not mitigated by how the infor-
mation is framed.

Discrimination by�con�dence at�the�group level
Group di�erences in con�dence judgment regarding the 
type of correctness (4 levels: correct, incorrect, incor-
rect attributable to a confusion with sensitivity, incorrect 
attributable to a confusion with speci�city), the fram-
ing (NF vs. CP) and their interaction term were assessed 
using a multiple linear regression model. Signi�cance of 
both factors was tested using a Type II ANOVA (F-tests) 
from the car R package, and post hoc comparisons were 
performed with the Tukey’s method in the emmeans 
R package. Prior to modeling, the values of con�dence 
were transformed by the function y � sqrt(100 � x) to 
accommodate the assumptions of normality and variance 
equality of the residuals. F-tests indicated a main e�ect of 
correctness (F[df � 3, 673] � 29.5, p < 0.0001, see Fig.�6D 
and Additional �le�1: Table�S3A) and of the framing (F[1, 
673] � 4.0, p �  0.045) with no interaction (F[3, 673] � 0.6, 
p �  0.58, see Fig.�6E and Additional �le�1: Table� S3B). 
Based on estimated marginal means (i.e., group means 

(See �gure on next page.)
Fig. 6 Responses to predictive positive value calculation task, N �  681. Distribution of participants’ predictive positive value (PPV) estimation and 
their associated con�dence judgment ranging from 0 (low con�dence) to 100 (high con�dence). Overall accuracy was 15% (A) and dependent on 
the problem framing: 9% in conditional probabilities (B) & 21% for natural frequencies (C). The red line stands for the PPV (26%); all answers included 
in the 26 �  5% interval were considered correct. Density contour lines highlight the most represented answers and con�dence judgments among 
participants. In the task instructions, sensitivity and speci�city were, respectively, 90 and 99%. D Boxplots comparing the con�dence judgments 
by response correctness. Means are indicated by a red diamond shape and the counts and percentages are given in the group labels. Post hoc 
comparisons using Tukey’s method (emmeans R package). ****p value < 0.0001, *p value < 0.05, NS: non-signi�cant (p value > 0.05). (E) Boxplots 
representing the con�dence judgments of respondents by framing and response correctness. Means are indicated by a red diamond shape and 
counts are given on top of the plots. Tests based on a multivariate linear regression model indicated an e�ect of the factors “correctness” and 
"framing" with no interaction e�ect between the two factors. Type II ANOVA (F-tests) (car R package)
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Fig. 6  (See legend on previous page.)
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estimated by the model) with standard error (SE), con�-
dence judgments for answers given with the NF framing 
were slightly greater than with the CP framing (85.1 � 1.0 
vs. 82.0 �  1.2, respectively). �e con�dence in incorrect 
responses attributable to confusions (with sensitivity: 
83.9 �  1.3, or with speci�city: 93.4 �  1.5) was found to 
be higher than con�dence in other incorrect responses 
(70.7 �  1.8; both adjusted p < 0.0001), and rather similar 
(or higher) to con�dence in correct answers (86.3 � 1.9) 
(see Fig.�6D and Additional �le�1: Table�S3C).

Perceived di�culty and�propensity to�ask for�help
A higher perceived level of di�culty of the PPV calcula-
tion task was signi�cantly associated with an increased 
clinician’s propensity to be willing to look for help if they 
were facing this task in a real-life situation (�2 � 64.1, 
df � 4, p � 4.0e�13). Participants were also more prone 
to be willing to look for help when giving an incorrect 
answer not attributable to a confusion with sensitivity 
or speci�city (84.0%, 199/237) when compared to those 
that gave a correct answer (71.6%, 73/102) or an incor-
rect answer attributable to a confusion with sensitivity or 
speci�city (74.6%, 244/327, �2 � 9.3, df � 2, p � 0.01).

Study follow-up
As expected, only a small proportion of the participants 
(9.5%) that fully completed the main study signed up for 
the second phase. �e group constituted of the 65 par-
ticipants that �lled both phases was better at solving the 
phase 1 PPV calculation task (28/65, 43.1% vs. 102/681, 
15.0%, hypergeometric test for over-representation, 
p � 5.8e �  9). �e global accuracy did not signi�cantly 
increase between phase 1 (28/65) and phase 2 (32/65, 
� 2 � 0.3, df � 1, p �  0.60). Unfortunately, the small sam-
ple size did not allow to show any e�ect of the teaching 
material randomly assigned at the end of the phase 1.

In summary, despite a high accuracy in theoretical ques-
tions (de�nitions related to test results interpretation), we 
observed an overall low accuracy in the practical PPV cal-
culation task. Most incorrect answers were attributable to a 
confusion between PPV and sensitivity or speci�city. More-
over, these confusions were associated with the same level 
of con�dence as for correct answers. NF framing was asso-
ciated with about twice the proportion of correct answers 
when compared to CP framing with only a marginal e�ect 
on overcon�dence (irrespective of answer correctness).

Discussion
Interpretation
Statistical illiteracy among�clinicians
In this work, we studied statistical literacy among 
clinicians with a focus on their con�dence and its 

discrepancy with their accuracy. In line with previous 
work reporting statistical illiteracy among clinicians 
(Anderson et� al., 2014; Bramwell et� al., 2006; Gaiss-
maier & Gigerenzer, 2008; Ho�rage & Gigerenzer, 
1998; Jenny et�al., 2018; Labarge et�al., 2003; Wegwarth, 
2013; Wegwarth et�al., 2012), we also observed a low to 
medium accuracy on numerous theoretical claims and 
practical tasks related to statistics commonly encoun-
tered in the medical context. Surprisingly, despite the 
omnipresence of the question of COVID-19 vaccines’ 
e�cacy among the general public, the caregivers and in 
the media at the time of the study (08/2021–02/2022) 
and the widespread question of p values interpretation 
in medical articles, only a half of participants could 
identify their correct de�nition. Our results further 
show that although clinicians strongly master theoreti-
cal knowledge required to perform test results inter-
pretation, it did not prevent them from failing the PPV 
calculation task with a high con�dence. �e rate of 
incorrect answers for the PPV calculation was similar 
to those of previous studies and also mostly related to 
a systematic confusion of PPV with sensitivity (or, less 
frequently, with speci�city) (Gigerenzer et� al., 2007; 
Ho�rage & Gigerenzer, 1998). Our results show that 
these biased responses toward sensitivity or speci�city 
led to con�dence levels as high as for correct answers. 
�e tendency to confuse PPV with sensitivity rather 
than speci�city might be due to the relative similarity 
between PPV’s and sensitivity’s de�nitions (both entail-
ing “positive test results” and “sick patient”). Such a low 
pro�ciency in statistics could directly impact clinical 
decisions.

Misalignment of�con�dence and�accuracy
�e observed overall low accuracy was associated with 
a high con�dence. Participants were con�dent in both 
their correct and incorrect answers. Although previous 
experimental paradigms have been criticized, many stud-
ies already highlighted clinicians’ miscalibration toward 
overcon�dence (Ahmed & Walsh, 2020; Barnsley et� al., 
2004; Berner & Graber, 2008; Borracci & Arribalzaga, 
2018; Brezis et�al., 2019; Davis et�al., 2006; C. Friedman 
et�al., 2001; C. P. Friedman et�al., 2005; Lam & Edward 
Feller, 2020; Lawton et�al., 2019; Meyer et�al., 2013; Miller 
et�al., 2019; Morgan & Cleave-Hogg, 2002; Naguib et�al., 
2019; O’Donoghue et�al., 2018; Rahmani, 2020). However, 
to our knowledge, our study is the �rst to explore such 
misalignment between con�dence and general accuracy 
in knowledge about statistics while evaluating at the 
same time clinicians’ discrimination abilities through 
their con�dence judgments. Overall, the overcon�dence 
bias observed in exercises about vaccine e�cacy and 
p value was mainly driven by increased con�dence in 
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incorrect answers among participants with intermediate 
performance. Our results also con�rm the preliminary 
insights of high con�dence in incorrect PPV estima-
tions shown in a previous study (Bramwell et�al., 2006). 
�ese results challenge the qualitative feedback collected 
among participants of the original study from Ho�rage 
and Gigerenzer, (1998) that some physicians were aware 
of their statistical illiteracy (they reported to feel “embar-
rassed by their innumeracy and trying to hide it from 
their patients”) (Gigerenzer et�al., 2007). However, in our 
study, we highlight that most of the incorrect answers are 
highly plausibly triggered by a confusion between PPV 
and sensitivity or speci�city: these two di�erent kinds 
of errors would explain this apparent discrepancy. Our 
results further show that errors attributable to a confu-
sion were associated with a higher con�dence that other 
incorrect answers, this con�dence reaching or even 
exceeding the con�dence reported for correct answers. 
Altogether, these insights suggest that the phenomenon 
of illusion of knowledge might be at play.

Evidence for�clinicians’ metacognitive sensitivity
Besides the misalignment between global con�dence and 
general accuracy, we provide the �rst clear evidence of 
a substantial clinicians’ metacognitive sensitivity (meas-
ured via discrimination). Regardless of their tendency 
to be miscalibrated toward overcon�dence, participants’ 
con�dence in correct answers was signi�cantly higher 
than in incorrect answers, irrespective of their perfor-
mance. Overall, clinicians’ con�dence discriminated 
between their correct and their incorrect answers at 
the individual (exercises 1 and 2) and group level (PPV 
calculation task in exercise 3, put aside speci�c errors 
attributable to confusions), thus showing a degree of 
metacognitive sensitivity. In exercises about vaccine 
e�cacy and p value, discrimination dropped when per-
formance improved. In other words, relatively bad per-
formers (with less than 4 correctly answered claims out 
of 12) were more sensitive (reported a lower con�dence 
in their numerous incorrect answers compared to their 
few correct answers) than relatively good performers, 
who were very highly con�dent both in their correct 
and incorrect answers. �is di�erence in discrimination 
stems in the contrast between the constant high con�-
dence in correct answers and the rising con�dence in 
incorrect answers while performance increases. �is 
variation of con�dence (second-order judgments) when 
�rst-order performance �uctuates is aligned with previ-
ous observations in the experimental psychology litera-
ture (Fleming et�al., 2012; Rouault et�al., 2018). �ese new 
�ndings suggest that more research should focus on dis-
entangling clinicians’ bias from discrimination.

Impact of�statistical problem framing
A commonly evoked intervention to decrease the num-
ber of errors toward statistical tasks is to express the 
information using more intuitive framing such as natural 
frequencies (NF) (Gigerenzer et�al., 2007). Although with 
a smaller magnitude than previously reported (Gigeren-
zer et� al., 2007; Ho�rage & Gigerenzer, 1998), the NF-
framed teaching strategy allowed to double the accuracy 
when compared to CP framing (Bramwell et� al., 2006; 
Gigerenzer et� al., 2007; Ho�rage & Gigerenzer, 1998). 
�is framing also triggered a small although signi�cant 
increase in con�dence, raising a mild risk (very small 
e�ect size) of back�re of such type of intervention by 
strengthening the illusion of knowledge. One reason that 
could explain this side e�ect of NF framing on con�dence 
lies in the fact that instructions look shorter in length and 
appear easier than CP in terms of wording and provided 
statistical information.

Limitations
�e present study has some limitations. First, since we 
did not require for o�cial registration to medical school 
or institution to participate to the study, we did not for-
mally control whether participants were actually studying 
or practicing medicine. However, the absence of �nan-
cial compensation mitigates the risk of illegitimate par-
ticipation. In addition, since our sample was composed 
of volunteers invited through social media, it might not 
be representative of the variety of the whole clinicians’ 
French population. Finally, the smaller size of the positive 
e�ect that NF framing had accuracy in the PPV calcula-
tion task, when compared to the seminal work ((Gig-
erenzer et� al., 2007; Ho�rage & Gigerenzer, 1998) that 
enrolled a given subspecialty), could be explained by the 
heterogeneity of our sample.

Second, although allowing for more granularity than 
Likert scales, the double-sided and paired accuracy-
con�dence VAS are not yet commonly used in the �eld 
of medical decision-making. Nevertheless, they are 
more and more often used in experimental psychology 
and could better tackle the weighted decision process 
of the participants (Fleming & Lau, 2014; Galvin et� al., 
2003; Maniscalco & Lau, 2012; Masson & Rotello, 2009). 
Although allowing more granularity than Likert scales, 
the double-sided scales and the paired accuracy-con�-
dence visual analog scales may have impacted reported 
con�dence (Juslin et� al., 2003). Whereas the literature 
is not unanimous on this topic (Dinsmore & Parkinson, 
2013), we cannot completely rule out the risk of priming 
a certain level of con�dence through the formulation of 
our instructions, questions and labels (speci�cally with 
the use of the words “sure” and “con�dent”, the expres-
sion “I do not know” and the corresponding �gures). An 
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uncertainty also lies in how to interpret the responses in 
the center of the double-sided VAS. Indeed, this way of 
measuring responses does not allow to clearly disentan-
gle a correct “I do not know” response from responses 
given quickly without properly reading the instructions. 
Another concerning aspect of explicitly collecting con-
�dence judgments is to in turn a�ect accuracy by trig-
gering participants’ metacognition. �is reactivity e�ect 
could lead either to an increased accuracy (more atten-
tion paid to the task) or decreased accuracy (cognitive 
resources devoted to con�dence judgment instead of the 
�rst-order task) (Double & Birney, 2019; Double et� al., 
2018; Mitchum et� al., 2016). What is more, con�dence 
judgments are also dependent on �rst-order performance 
and thus linked to individual knowledge and accuracy 
(Fleming & Lau, 2014; Galvin et�al., 2003; Maniscalco & 
Lau, 2012; Masson & Rotello, 2009).

�ird, by necessity when designing an experiment, 
several choices were made in the survey content and its 
analysis. In exercises on vaccine e�cacy and p value, we 
originally considered each claim comparable, whereas 
they might not be equally di�cult in reality, as the vari-
ability of accuracy across claims suggests. We did not 
discriminate between being (in)correct by selecting a 
true (false) claim from being (in)correct by rejecting a 
false (true) claim, whereas these might not be symmet-
rical situations. Although recent evidence advocates for 
the existence of a shared brain system, similarly com-
puting con�dence across cognitive domains (Rouault 
et�al., 2022), our survey focused on three precise topics, 
which may limit the extent to which our results would 
generalize.

Finally, our experimental design did not rely on a high 
number of trial repetitions. Neither did it enable partici-
pants to practice or to get feedback in order to improve 
their performance and/or the relevance of their con-
�dence judgments (Fleming & Lau, 2014; Lejarraga & 
Hertwig, 2021). Stimuli content and di�culty may not 
have been perfectly controlled nor representative of real-
life clinical situations, falling in the item selection trap 
by creating a context prone to overcon�dence observa-
tion (Gigerenzer et�al. 1991). �e constant high level of 
con�dence in correct answers might be related to these 
di�erences in di�culty across claims; several very easy 
claims were successfully answered by most participants. 
Investigating con�dence and its alignment with accuracy 
through several single-event con�dence judgments might 
lead to the conclusion of an overcon�dence bias, while 
collecting participants’ estimation of their frequency of 
correct responses would not have (Gigerenzer, 1991). 
While this criticism applies to studies based on diagno-
sis exercises using case-vignettes, we chose statistical 

notions that we consider directly impacting clinical deci-
sions’ quality. We also presented them ecologically, as 
they are taught and framed in real life. Overcon�dence is 
sometimes suspected to only arise from regression to the 
mean (Olsson, 2014).

Highlights and�perspectives
Clinicians make high-stake decisions on a daily basis, 
often under high levels of uncertainty, emergency, stress, 
fatigue and emotional or cognitive load. In addition to 
these contextual factors that can undermine the qual-
ity of clinical choices, medical students and clinicians’ 
poor pro�ciency toward numerical and statistical data 
can compromise patient safety. Our results provide new 
evidence of statistical illiteracy among medical sta�, 
with a low response accuracy across three basic statisti-
cal knowledge in medicine. Our �ndings further indicate 
that these mistakes are often made with high con�dence, 
suggesting that the phenomenon of illusion of knowledge 
might be at play. More speci�cally, while the theory is 
far from being mastered regarding vaccine e�cacy and 
p value, most of the participants successfully answered 
theoretical questions about test results interpretation 
notions, but did not manage to correctly solve the PPV 
calculation task. Interestingly, beyond overcon�dence 
bias, clinicians also showed a degree of metacognitive 
sensitivity, with their con�dence discriminating between 
their correct and incorrect answers. �is new �nding 
questions the relevance of previous studies’ perspec-
tive and conclusions on the matter, and advocates for 
more research developing robust ecological paradigms 
to better disentangle clinicians’ bias from discrimina-
tion. Di�erent corrective strategies might be considered 
depending on whether sta� members are aware of their 
de�ciencies (providing pedagogical content might be 
enough) or not (if practitioners believe they are right, the 
�rst step might be to attract their attention to the fact 
that they are mistaken). �is is why evaluating clinicians’ 
judgments of con�dence in their knowledge is a crucial 
step toward the elaboration of e�ective pedagogical inter-
ventions. A commonly evoked solution to address statis-
tical illiteracy is to use more intuitive framings to present 
data, in particular natural frequencies. �e results of our 
study suggest that, along with an important improvement 
of accuracy, the use of NF framing also induces a side 
e�ect by increasing reported con�dence, both in cor-
rect and incorrect answers. We consider that the bene�t 
of NF, which allowed to double accuracy, compensates 
for the minor e�ect size of increased con�dence, and we 
therefore advocate that the tradeo� balances in favor of 
NF framing.



Page 19 of 21Lakhli��et�al. Cognitive Research: Principles and Implications            (2023) 8:23 	

Abbreviations
PPV	� Positive predictive value
NPV	� Negative predictive value
CP	� Conditional probabilities
NF	� Natural frequencies
VAS	� Visual analog scale

Supplementary Information
The online version contains supplementary material available at https://​doi.​
org/​10.​1186/​s41235-​023-​00474-1.

Additional �le�1. Supplementary Figures and Tables.

Acknowledgements
We would like to warmly thank all members of, the PICNIC lab team from ICM 
(Lionel Naccache, Laurent Cohen, Paolo Bartolomeo, Tal Seidel-Malkinson, 
Aude Sangare, Fabien Hauw, Esteban Muñoz-Musat, Amina Ben Salah, Rayan 
Kouzy, Augustin Gonnard with a special mention to Jacobo Sitt for spot-
ting the call for paper of this special issue!), and of the Service des Bonnes 
Pratiques department from DAQSS—HAS, as well as Raphaël Porcher, Hugo 
Mercier, Ralph Hertwig, Mathias Pessiglione, Sacha Altay, Raphaël Veil and 
Pauline Martinot for their precious scienti�c advice and their help in survey 
distribution among medical sta�. The distribution was also supported by Anne 
Charon, Mathilde Lefevre and Nathan Pei�er-Smadja. We are also highly grate-
ful to Karim N’Diaye from the PRISME platform and Mathias Antunes from the 
Data Analysis Core, as well as to Anne-Sophie Hacquin for their strong support 
in ethically and technically (Qualtrics and RedCap) establishing the survey. We 
are thankful to Mariam Chammat and Joëlle Humbey for proofreading our 
article. Special thanks to every member of the Chiasma team. We recommend 
Jaddo’s blog (in French): her post inspired the interest for the topic of this 
study.

Significance statement
Many clinical decisions such as evaluating a diagnosis, estimating a prognosis 
orchoosing the most appropriate treatment, require a good understanding of 
basicstatistics. Hence, poor pro�ciency in statistics among health practitioner-
scan undermine the quality of care and compromise patient safety. Previouss-
tudies have suggested that clinicians su�er from statistical illiteracy.However, 
whether they are aware or unaware of their gaps of knowledge andmistakes 
remains unknown. Here, we examined the potential mismatch betweenclini-
cians’ accuracy and clinicians’ con�dence about theoretical knowledge and-
practical calculations in three topics: vaccine e�cacy, p-value and testresults 
interpretation. We found new evidence of statistical illiteracy amongclinicians, 
with a low accuracy across these three basic notions, and mistakesoften made 
with high con�dence. An illusion of knowledge could strengthen therisks 
associated with poor pro�ciency in statistics, lead to suboptimalclinical 
choices and should be taken into account in the elaboration ofe�ective cor-
rective interventions. Providing clinicians with pedagogicalcontent might not 
be enough if they are unaware of their de�ciencies. Inaddition to promoting 
metacognition on basic knowledge and statisticalreasoning, a commonly 
evoked solution is to use a more intuitive framing ofstatistical problems such 
as natural frequencies (using absolute numbers)rather than probabilities. We 
con�rmed that this simple intervention allows todouble accuracy and thus 
constitutes a promising venue to tackle clinicians’statistical illiteracy. Our 
original �nding that clinicians’ con�dencediscriminates between their correct 
and incorrect answers also opens newresearch questions.

Open practices statement
The main phase of the experiment described in this article was pre-registered 
before the beginning of data collection on OpenScienceFramework. Please 
�nd the pre-registration here: https://​osf.​io/​5hmcs. The complete survey script 
(in French) and the analyzed dataset will be available upon reasonable request.

Author contributions
MK, CL, MR and BR collaborated to design the experimental paradigm. CL 
conceived the survey on Qualtrics and RedCap with the support of the 
PRISME platform (ICM). CL and BR worked at the data acquisition by ensuring 
the survey distribution. CL, F-XL and BR analyzed the collected data and all 

authors collectively interpreted them. CL drafted the article manuscript and 
MK, F-XL, MR and BR revised it. All authors had access to the data, read and 
approved the �nal manuscript.

Funding
The funding for this work was provided by the Haute Autorité de Santé (CL’s 
Ph.D. grant), INSERM and the Paris Brain Institute—ICM (Benjamin Rohaut’s 
research annual grant). CL is a student from the FIRE Ph.D. program funded by 
the Bettencourt Schueller Foundation and the EURIP Graduate Program (ANR-
17-EURE-0012). MR work is supported by La Fondation des Treilles and by a 
postdoctoral fellowship from the AXA Research Fund.

Availability of data and materials
The complete survey script (in French) and the analyzed dataset will be avail-
able upon reasonable request.

Declarations

Ethics approval and consent to participate
The present research received approval from our local ethics committee 
(CER-Sorbonne Université; protocole n° CER-2021-021; name: LAKHLIFI-
Tests&Vaccins-COVID) and complies with the General Data Protection Regula-
tion (GDPR). Participants had to give their informed consent to participate in 
the study.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Received: 25 May 2022   Accepted: 29 March 2023

References
Ahmed, O., & Walsh, T. N. (2020). Surgical trainee experience with open chole-

cystectomy and the Dunning-Kruger e�ect. Journal of Surgical Education, 
77(5), 1076–1081. https://​doi.​org/​10.​1016/j.​jsurg.​2020.​03.​025

Altman, D. G., & Bland, J. M. (1994a). Diagnostic tests 1: Sensitivity and speci�c-
ity. BMJ British Medical Journal, 308(6943), 1552.

Altman, D. G., & Bland, J. M. (1994b). Statistics notes: Diagnostic tests 2: Predic-
tive values. BMJ, 309(6947), 102.

Anderson, B. L., Gigerenzer, G., Parker, S., & Schulkin, J. (2014). Statistical literacy 
in obstetricians and gynecologists. Journal for Healthcare Quality, 36(1), 
5–17.

Baden, L. R., El Sahly, H. M., Essink, B., Kotlo�, K., Frey, S., Novak, R., Diemert, D., 
Spector, S., Nadine Rouphael, C., Creech, B., McGettigan, J., Khetan, S., 
Segall, N., Solis, J., Brosz, A., Fierro, C., Schwartz, H., Neuzil, K., Corey, L., … 
Zaks, T. (2021). E�cacy and safety of the mRNA-1273 SARS-CoV-2 vaccine. 
New England Journal of Medicine, 384(5), 403–416. https://​doi.​org/​10.​
1056/​NEJMo​a2035​389

Barnsley, L., Lyon, P. M., Ralston, S. J., Hibbert, E. J., Cunningham, I., Gordon, F. C., 
& Field, M. J. (2004). Clinical skills in junior medical o�cers: A comparison 
of self-reported con�dence and observed competence. Medical Educa-
tion, 38(4), 358–367.

Berner, E. S., & Graber, M. L. (2008). Overcon�dence as a cause of diagnostic 
error in medicine. The American Journal of Medicine, 121(5), S2–S23.

Borracci, R. A., & Arribalzaga, E. B. (2018). The incidence of overcon�dence and 
undercon�dence e�ects in medical student examinations. Journal of 
Surgical Education, 75(5), 1223–1229. https://​doi.​org/​10.​1016/j.​jsurg.​2018.​
01.​015

Bramwell, R., West, H., & Salmon, P. (2006). Health professionals’ and service 
users’ interpretation of screening test results: Experimental study. BMJ, 
333(7562), 284. https://​doi.​org/​10.​1136/​bmj.​38884.​663102.​AE

Brezis, M., Orkin-Bedolach, Y., Fink, D., & Kiderman, A. (2019). Does physician’s 
training induce overcon�dence that hampers disclosing errors? Journal 

https://osf.io/5hmcs


Page 20 of 21Lakhli��et�al. Cognitive Research: Principles and Implications            (2023) 8:23 

of Patient Safety, 15(4), 296–298. https://​doi.​org/​10.​1097/​PTS.​00000​00000​
000255

Casscells, W., Schoenberger, A., & Graboys, T. B. (1978). Interpretation by 
physicians of clinical laboratory results. New England Journal of Medicine, 
299(18), 999–1001. https://​doi.​org/​10.​1056/​NEJM1​97811​02299​1808

Cohen, J. (1988). Statistical power analysis for the behavioral sciences (pp. 20–26). 
Lawrence Erlbaum Associates.

Colquhoun, D. (2017). The reproducibility of research and the misinterpreta-
tion of p-values. Royal Society Open Science, 4(12), 171085.

Croskerry, P. (2013). From mindless to mindful practice—cognitive bias and 
clinical decision making. New England Journal of Medicine, 368(26), 
2445–2448. https://​doi.​org/​10.​1056/​NEJMp​13037​12

Davis, D. A., Mazmanian, P. E., Fordis, M., Van Harrison, R., Thorpe, K. E., & Perrier, 
L. (2006). Accuracy of physician self-assessment compared with observed 
measures of competence: A systematic review. JAMA, 296(9), 1094. 
https://​doi.​org/​10.​1001/​jama.​296.9.​1094

de Sante, H. A. (2020). Revue rapide sur les tests de détection antigénique du virus 
SARS-CoV-2. London: Saint-Denis La Plaine HAS.

Dinsmore, D. L., & Parkinson, M. M. (2013). What are con�dence judgments 
made of? Students’ explanations for their con�dence ratings and what 
that means for calibration. Learning and Instruction, 24, 4–14.

Double, K. S., & Birney, D. P. (2019). Reactivity to measures of metacognition. 
Frontiers in Psychology, 10, 2755.

Double, K. S., Birney, D. P., & Walker, S. A. (2018). A meta-analysis and systematic 
review of reactivity to judgements of learning. Memory, 26(6), 741–750.

Eddy, D. M. (1982). Probabilistic reasoning in clinical medicine: problems and 
opportunities. In D. Kahneman, P. Slovic, & A. Tversky (Eds.), Judgment 
under uncertainty: Heuristics and biases (pp. 249–267). Cambridge Univer-
sity Press.

Faul, F., Erdfelder, E., Lang, A.-G., & Buchner, A. (2007). G* Power 3: A �exible sta-
tistical power analysis program for the social, behavioral, and biomedical 
sciences. Behavior Research Methods, 39(2), 175–191.

Fleming, S. M., Dolan, R. J., & Frith, C. D. (2012). Metacognition: Computation, 
biology and function. Philosophical Transactions of the Royal Society B: 
Biological Sciences, 367(1594), 280–1286.

Fleming, S. M., & Lau, H. C. (2014). How to measure metacognition. Frontiers in 
Human Neuroscience, 8, 443.

Friedman, C., Gatti, G., Elstein, A., Franz, T., Murphy, G., & Wolf, F. (2001). Are 
clinicians correct when they believe they are correct? Implications for 
medical decision support. Studies in Health Technology and Informatics, 
84(Pt 1), 454–458.

Friedman, C. P., Gatti, G. G., Franz, T. M., Murphy, G. C., Wolf, F. M., Heckerling, P. 
S., Fine, P. L., Miller, T. M., & Elstein, A. S. (2005). Do physicians know when 
their diagnoses are correct? Journal of General Internal Medicine, 20(4), 
334–339. https://​doi.​org/​10.​1111/j.​1525-​1497.​2005.​30145.x

Gaissmaier, W., & Gigerenzer, G. (2008). Statistical illiteracy undermines 
informed shared decision making. Zeitschrift Für Evidenz, Fortbildung Und 
Qualität Im Gesundheitswesen, 102(7), 411–413. https://​doi.​org/​10.​1016/j.​
zefq.​2008.​08.​013

Galvin, S. J., Podd, J. V., Drga, V., & Whitmore, J. (2003). Type 2 tasks in the theory 
of signal detectability: Discrimination between correct and incorrect 
decisions. Psychonomic Bulletin & Review, 10(4), 843–876.

Gigerenzer, G. (1991). How to make cognitive illusions disappear: Beyond “heu-
ristics and biases.” European Review of Social Psychology, 2(1), 83–115.

Gigerenzer, G., & Edwards, A. (2003). Simple tools for understanding risks: From 
innumeracy to insight. BMJ, 327(7417), 741–744.

Gigerenzer, G., Gaissmaier, W., Kurz-Milcke, E., Schwartz, L. M., & Woloshin, S. 
(2007). Helping doctors and patients make sense of health statistics. 
Psychological Science in the Public Interest, 8(2), 53–96.

Gigerenzer, G., & Gray, J. A. M. (2013). Better doctors, better patients, better deci-
sions: envisioning health Care 2020. MIT Press.

Gigerenzer, G., & Ho�rage, U. (1995). How to improve Bayesian reasoning with-
out instruction: Frequency formats. Psychological Review, 102(4), 684.

Graber, M. (2008). Diagnostic error: Is overcon�dencethe problem? The 
American Journal of Medicine, 121(5), vii. https://​doi.​org/​10.​1016/j.​amjmed.​
2008.​02.​008

Grüne-Yano�, T., & Hertwig, R. (2016). Nudge versus boost: How coherent are 
policy and theory? Minds and Machines, 26(1–2), 149–183.

Hershberger, P. J., Part, H. M., Markert, R. J., Cohen, S. M., & Finger, W. W. (1995). 
Teaching awareness of cognitive bias in medical decision making. Aca-
demic Medicine, 70(8), 661.

Ho�rage, U., & Gigerenzer, G. (1998). Using natural frequencies to improve 
diagnostic inferences. Academic Medicine, 73(5), 538–540.

Ho�rage, U., Lindsey, S., Hertwig, R., & Gigerenzer, G. (2000). Communicating 
statistical information. Science, 290(5500), 2261–2262. https://​doi.​org/​10.​
1126/​scien​ce.​290.​5500.​2261

Huizinga, C. R. H., Tummers, F. H. M. P., Marang-van de Mheen, P. J., Cohen, A. F., 
& van der Bogt, K. E. A. (2019). A review of current approaches for evaluat-
ing impaired performance in around-the-clock medical professionals. 
Sleep Medicine Reviews, 46, 97–107. https://​doi.​org/​10.​1016/j.​smrv.​2019.​
04.​007

Jenny, M. A., Keller, N., & Gigerenzer, G. (2018). Assessing minimal medical sta-
tistical literacy using the quick risk test: A prospective observational study 
in Germany. British Medical Journal Open, 8(8), e020847.

Juslin, P., Winman, A., & Olsson, H. (2003). Calibration, additivity, and source 
independence of probability judgments in general knowledge and 
sensory discrimination tasks. Organizational Behavior and Human Decision 
Processes, 92(1–2), 34–51.

Klein, J. G. (2005). Five pitfalls in decisions about diagnosis and prescribing. 
BMJ, 330(7494), 781–783. https://​doi.​org/​10.​1136/​bmj.​330.​7494.​781

Kurz-Milcke, E., Gigerenzer, G., & Martignon, L. (2008). Transparency in risk com-
munication. Annals of the New York Academy of Sciences, 1128(1), 18–28. 
https://​doi.​org/​10.​1196/​annals.​1399.​004

Labarge, A. S., McCa�rey, R. J., & Brown, T. A. (2003). Neuropsychologists’ 
abilities to determine the predictive value of diagnostic tests. Archives of 
Clinical Neuropsychology, 18(2), 165–175.

Lam, J. A., & Edward Feller, M. D. (2020). Are we right when we’re Certain? Over-
con�dence in medicine. Rhode Island Medical Journal, 103(2), 11–12.

Lawton, R., Robinson, O., Harrison, R., Mason, S., Conner, M., & Wilson, B. (2019). 
Are more experienced clinicians better able to tolerate uncertainty and 
manage risks? A vignette study of doctors in three NHS emergency 
departments in England. BMJ Quality & Safety, 28(5), 382–388. https://​doi.​
org/​10.​1136/​bmjqs-​2018-​008390

Lejarraga, T., & Hertwig, R. (2021). How experimental methods shaped views 
on human competence and rationality. Psychological Bulletin, 147(6), 
535–564. https://​doi.​org/​10.​1037/​bul00​00324

Lindsey, S., Hertwig, R., & Gigerenzer, G. (2002). Communicating statistical DNA 
evidence. Jurimetrics, 43, 147.

Maniscalco, B., & Lau, H. (2012). A signal detection theoretic approach for 
estimating metacognitive sensitivity from con�dence ratings. Conscious-
ness and Cognition, 21(1), 422–430. https://​doi.​org/​10.​1016/j.​concog.​2011.​
09.​021

Masson, M. E., & Rotello, C. M. (2009). Sources of bias in the Goodman-Kruskal 
gamma coe�cient measure of association: Implications for studies of 
metacognitive processes. Journal of Experimental Psychology: Learning, 
Memory, and Cognition, 35(2), 509.

Meyer, A., Payne, V., Meeks, D., Rao, R., & Singh, H. (2013). Physicians’ diagnostic 
accuracy, con�dence, and resource requests: A Vignette study. Jama 
Internal Medicine, 173(21), 1952–1958. https://​doi.​org/​10.​1001/​jamai​ntern​
med.​2013.​10081

Miller, K. A., Monuteaux, M. C., Roussin, C., & Nagler, J. (2019). Self-con�dence in 
endotracheal intubation among pediatric interns: Associations with gen-
der, experience, and performance. Academic Pediatrics, 19(7), 822–827. 
https://​doi.​org/​10.​1016/j.​acap.​2019.​06.​013

Mitchum, A. L., Kelley, C. M., & Fox, M. C. (2016). When asking the question 
changes the ultimate answer: Metamemory judgments change memory. 
Journal of Experimental Psychology: General, 145(2), 200.

Moore, D. A., & Healy, P. J. (2008). The trouble with overcon�dence. Psychologi-
cal Review, 115(2), 502.

Morgan, P. J., & Cleave-Hogg, D. (2002). Comparison between medical stu-
dents’ experience, con�dence and competence. Medical Education, 36(6), 
534–539.

Naguib, M., Brull, S. J., Hunter, J. M., Kopman, A. F., Fülesdi, B., Johnson, K. B., & 
Arkes, H. R. (2019). Anesthesiologists’ overcon�dence in their perceived 
knowledge of neuromuscular monitoring and its relevance to all aspects 
of medical practice: An international survey. Anesthesia & Analgesia, 
128(6), 1118–1126. https://​doi.​org/​10.​1213/​ANE.​00000​00000​003714

Norman, E., Pfuhl, G., Sæle, R. G., Svartdal, F., Låg, T., & Dahl, T. I. (2019). Metacog-
nition in psychology. Review of General Psychology, 23(4), 403–424.

O’Donoghue, D., Davison, G., Hanna, L.-J., McNaughten, B., Stevenson, M., & 
Thompson, A. (2018). Calibration of con�dence and assessed clinical 



Page 21 of 21Lakhli��et�al. Cognitive Research: Principles and Implications            (2023) 8:23 

skills competence in undergraduate paediatric OSCE scenarios: A mixed 
methods study. BMC Medical Education, 18(1), 1–8.

Olliaro, P. (2021). What does 95% COVID-19 vaccine e�cacy really mean? The 
Lancet Infectious Diseases, 21(6), 769. https://​doi.​org/​10.​1016/​S1473-​
3099(21)​00075-X

Olsson, H. (2014). Measuring overcon�dence: Methodological problems and 
statistical artifacts. Journal of Business Research, 67(8), 1766–1770. https://​
doi.​org/​10.​1016/j.​jbusr​es.​2014.​03.​002

Polack, F. P., Thomas, S. J., Kitchin, N., Absalon, J., Gurtman, A., Lockhart, S., 
Perez, J. L., Marc, G. P., Moreira, E. D., Zerbini, C., Bailey, R., Swanson, K. 
A., Roychoudhury, S., Koury, K., Li, P., Kalina, W. V., Cooper, D., Frenck, R. 
W., Hammitt, L. L., … Gruber, W. C. (2020). Safety and e�cacy of the 
BNT162b2 mRNA Covid-19 vaccine. New England Journal of Medicine, 
383(27), 2603–2615. https://​doi.​org/​10.​1056/​NEJMo​a2034​577

Rahmani, M. (2020). Medical trainees and the dunning-kruger e�ect: When 
they don’t know what they don’t know. Journal of Graduate Medical Edu-
cation, 12(5), 532–534. https://​doi.​org/​10.​4300/​JGME-D-​20-​00134.1

Rahnev, D., Desender, K., Lee, A. L., Adler, W. T., Aguilar-Lleyda, D., Akdo�an, 
B., Arbuzova, P., Atlas, L. Y., Balc�, F., & Bang, J. W. (2020). The con�dence 
database. Nature Human Behaviour, 4(3), 317–325.

Reilly, J. B., Ogdie, A. R., Von Feldt, J. M., & Myers, J. S. (2013). Teaching about 
how doctors think: A longitudinal curriculum in cognitive bias and diag-
nostic error for residents. BMJ Quality & Safety, 22(12), 1044–1050.

Rollwage, M., Loosen, A., Hauser, T. U., Moran, R., Dolan, R. J., & Fleming, S. M. 
(2020). Con�dence drives a neural con�rmation bias. Nature Communica-
tions, 11(1), 1–11.

Rouault, M., Lebreton, M., & Pessiglione, M. (2022). A shared brain system form-
ing con�dence judgment across cognitive domains. Cerebral Cortex, 33(4), 
1426–1439. https://​doi.​org/​10.​1093/​cercor/​bhac1​46

Rouault, M., McWilliams, A., Allen, M. G., & Fleming, S. M. (2018). Human meta-
cognition across domains: Insights from individual di�erences and neuro-
imaging. Personality Neuroscience. https://​doi.​org/​10.​1017/​pen.​2018.​16

Saposnik, G., Redelmeier, D., Ru�, C. C., & Tobler, P. N. (2016). Cognitive biases 
associated with medical decisions: A systematic review. BMC Medical 
Informatics and Decision Making, 16(1), 138.

Sedlmeier, P., & Gigerenzer, G. (2001). Teaching Bayesian reasoning in less than 
two hours. Journal of Experimental Psychology: General, 130(3), 380.

Sexton, J. B., Thomas, E. J., & Helmreich, R. L. (2000). Error, stress, and teamwork 
in medicine and aviation: Cross sectional surveys. BMJ, 320(7237), 
745–749. https://​doi.​org/​10.​1136/​bmj.​320.​7237.​745

Wegwarth, O. (2013). Statistical Illiteracy in Residents: What they do not learn 
today will hurt their patients tomorrow. Journal of Graduate Medical Edu-
cation, 5(2), 340–341. https://​doi.​org/​10.​4300/​JGME-D-​13-​00084.1

Wegwarth, O., & Gigerenzer, G. (2013). Overdiagnosis and overtreatment: 
Evaluation of What physicians tell their patients about screening harms. 
JAMA Internal Medicine, 173(22), 2086. https://​doi.​org/​10.​1001/​jamai​ntern​
med.​2013.​10363

Wegwarth, O., Schwartz, L. M., Woloshin, S., Gaissmaier, W., & Gigerenzer, G. 
(2012). Do physicians understand cancer screening statistics? A national 
survey of primary care physicians in the United States. Annals of Internal 
Medicine, 156(5), 340–349.

Yeung, N., & Summer�eld, C. (2012). Metacognition in human decision-mak-
ing: Con�dence and error monitoring. Philosophical Transactions of the 
Royal Society b: Biological Sciences, 367(1594), 1310–1321.

Young, J. M., Glasziou, P., & Ward, J. E. (2002). General practitioners’ self ratings 
of skills in evidence based medicine: Validation study. BMJ, 324(7343), 
950–951.

Zwaan, L., & Hautz, W. E. (2019). Bridging the gap between uncertainty, con-
�dence and diagnostic accuracy: Calibration is key. BMJ Quality & Safety, 
28(5), 352–355. https://​doi.​org/​10.​1136/​bmjqs-​2018-​009078

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional a�liations.


	Illusion of knowledge in statistics among clinicians: evaluating the alignment between objective accuracy and subjective confidence, an online survey
	Abstract 


