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2Sorbonne Université, CNRS, Laboratoire de Chimie

Physique-Matière et Rayonnement, 75005, Paris, France

3Department of Physics and Astronomy,

York University, Toronto, Ontario, Canada M3J 1P3

4School of Physics, Hangzhou Normal University, 311121, Hangzhou, China

(Dated: May 25, 2023)

1



Abstract

We report on a newly developed ab initio model to describe single and double ionization processes

in antiproton collisions with atoms and molecules. Our model is based on a fully correlated close-

coupling approach and a Dyson orbital analysis. Furthermore, we employ the concept of correlation

integral in order to quantify and gain insights into the effects of electronic correlation on the

ionization processes. Our model is applied to the prototype antiproton-helium and antiproton-

molecular hydrogen collision systems in the keV energy range.

I. INTRODUCTION

Collisions between antiprotons and atoms and molecules have attracted a renewed atten-

tion in the last decade [1, 2] for several reasons. From a fundamental point of view, these

collisions are central to understand the physics of antiparticles [3]. In more applied perspec-

tives, processes occurring in a single antiproton collision are responsible for the slowing down

and thus energy deposition of the ions into solids, which is relevant in material science [4]

and radiation therapy [5].

The theoretical description of the electronic processes occurring in antiproton-atom and

molecule collisions is, in general, challenging. Single and multiple ionization are important

processes but dealing with continuum states remains difficult in most practical cases. Fur-

thermore, electronic correlation is a driving force of these processes. To date, there are only

a few works published in which a fully active electrons description is achieved. A number of

approximate methods have become available to deal with electronic correlation and many

electron processes (see [6] and references therein). However, a general and accurate approach

is still not available, especially to treat molecular targets.

In this work, we propose a new model based on a fully correlated close-coupling ap-

proach and a Dyson orbitals analysis to describe single and multiple ionization processes in

antiproton-atom and antiproton-molecule collisions. Furthermore, we employ the concept of

correlation integral to analyze and gain insights into our results. Our approach is tested on

antiproton-helium and antiproton-molecular hydrogen collision systems, which are bench-

mark examples. These systems have been extensively investigated in the past. Previous
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works on this topic are reviewed in e.g. [1, 2]. However, the approach is general and thus

can, in principle, be employed for any collision systems involving antiprotons.

The paper is structured as follows: in section II, we present our close-coupling approach

and the novel analysis scheme using Dyson orbitals. We also introduce the concept of

correlation integral and provide the computational details. In section III, we first discuss

the case of helium target and then the molecular hydrogen target system. For both cases,

we compare our single and double ionization cross sections with previous results. An overall

good agreement between the data is shown. These processes are finally analyzed using the

correlation integrals. The latter show that the electron-electron correlation has different

effects depending on the collision energy, but is qualitatively independent on the target and

on its orientation (for the molecular case). The conclusions of this work are reported in

section IV.

II. METHODS AND COMPUTATIONAL DETAILS

In the present work, we use the impact parameter method [7–9] in which the relative

motion of the nuclei is described by a classical trajectory R⃗(t) while a quantum approach is

adopted for the electron dynamics. R⃗(t) is the position vector of the projectile relative to

the target described by a straight-line constant velocity trajectory R⃗(t) = b⃗ + v⃗pt where b⃗

is the impact parameter and v⃗p is the relative velocity vector between target and projectile.

For a two-electrons system, the time-dependent Schrödinger equation (TDSE) describing

the dynamics of the electrons is

[Ĥel − i
∂

∂t
]Ψ

(
r⃗1, r⃗2, R⃗(t)

)
= 0, (1)

where Ĥel is the electronic Hamiltonian

Ĥel =
∑
i=1,2

(
− 1

2
▽2

i +V⃗T (r⃗i) + V⃗P (r⃗
p

i )
)
+

1

|r⃗1 − r⃗2|
, (2)

and r⃗i, r⃗
p

i = r⃗i − R⃗(t) are the position vectors of the electrons with respect to the target

and the projectile, respectively.

In our calculations, we solve the time-dependent Schrödinger equation by assuming that

the electronic wavefunction can be expanded using a finite set of basis functions χk({r⃗}),
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with {r⃗} = (r⃗1, r⃗2), i.e. the electronic wavefunction is approximated by the expansion

Ψ({r⃗}, R⃗(t)) =
N∑
k=1

ck(t)χk{r⃗}, (3)

where χk({r⃗}) are target eigenstates. The latter are obtained by diagonalization of the tar-

get electronic Hamilonian in a given Gaussian basis set. Note that in the case of a molecular

target, the Hamiltonian in Eq. 2 and the electronic wavefunction in Eq. 3 depend on the

molecular geometry and the molecular orientation with respect to R⃗(t).

Substituting the wavefunction Eq. (3) into Eq. (1) and projecting into each of the target

states lead to a set of coupled first-order differential equations for the expansion coefficients,

which are written in matrix form as

i
d

dt
c(t) = S−1(⃗b, v⃗, t)M (⃗b, v⃗, t)c(t), (4)

where c(t) is the column vector of the time-dependent expansion coefficients, and S, M are

the overlap and coupling matrices, respectively.

The electronic Hamiltonian depends on time due to the classical relative motion of the

nuclei R⃗(t), which depends explicitly on the impact parameter b⃗. For a given collision energy,

Eq. (4) are solved using the predictor-corrector Adams-Bashforth-Moulton method for a set

of impact parameters. The total cross section for a given electronic process is

σf = 2π

∫ +∞

0

bPi→f (b)db, (5)

where Pi→f (b) is the probability of the transition i → f which reads

Pi→f (b) = lim
t→∞

|cf (t)|2. (6)

Several implementations of the impact parameter method have been proposed. A review

of these approaches can be found in e.g. [9]. In our calculations, ionization processes are

described using a set of target pseudo-continuum states. The latter are only approximations

of the true continuum states because of the use of Gaussian functions. We develop, in this

work, a model based on Dyson orbitals (labeled Dyson model hereafter) to sort the pseudo

continuum states into single and double electron continuum states.

A Dyson orbital is defined as

ϕkj(r⃗) =

∫
dr⃗2, ..., dr⃗Nχ

T+

k (r⃗2, ..., r⃗N)χ
T
j ({r⃗}), (7)
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where the χk are the cationic (T+) or neutral (T) target eigenstates.

The sum (over all bound states k of T+) of the norms of the Dyson orbitals (SND) for

the state j of T is defined as

SNDj =
∑
k

Pkj =
∑
k

∫
dr⃗ |ϕkj(r⃗)|2. (8)

The SNDj represents the probability that one electron in the pseudostate j is in a bound

orbital of the cation. For a two-electrons system, using the SND, the distribution of electrons

in the pseudostate j of the neutral target can be grouped into three classes [10]: i) both

electrons are in a bound orbital, corresponding to double excitation, which has a probability

(SNDj)
2; ii) both electrons are in the continuum, corresponding to double ionization, with a

probability (1− SNDj)
2; iii) one electron is in a bound orbital and the second electron is in

the continuum corresponding to single ionization with a probability 2× (SNDj)(1− SNDj).

Accordingly, the total single ionization cross sections σSI are computed as

σSI =
NIP∑
j

σj +
NDIP∑

j

2× SNDj(1− SNDj)σj. (9)

Note that the contribution of the autoionization states to the SI cross sections is small and

was neglected in the above equation. The total double ionization cross sections σDI are

computed as

σDI =
NDIP∑
j=1

(1− SNDj)
2σj, (10)

where σj is the cross section of the pseudo continuum state j. NIP and NDIP are, respec-

tively, the number of pseudo continuum states in the energy range between the ionization

potential (IP) and double ionization potential (DIP) and above the DIP. The Dyson model

allows to compute total single and double ionization cross sections without considering ex-

plicitly the continuum. It can, therefore, be easily implemented in any quantum chemistry

packages. However, it cannot provide, for example, differential cross sections. To compute

the latter, one would need to project the wave function over model continuum wavefunctions

(see e.g. [11] and references therein for a discussion on the different models). Such a model

has been applied for antiproton-helium collisions in [12].

With a view on the single and double ionization problem, we denote the probabilities for

ionizing 0, 1, 2 electrons as p0, p1, p2, respectively. The average probability for ionizing one
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electron is defined as

p =
1

2
(p1 + 2p2). (11)

Furthermore, we introduce the so-called correlation integral Ic [1] to quantify the effects

of the electronic correlation. Following Ref. [13], we have

p0 = (1− p)2 +
1

2
Ic, (12)

p1 = 2p(1− p)− Ic, (13)

p2 = p2 +
1

2
Ic. (14)

From these equations we obtain Ic = 2p0p2 − 1
2
p2
1, which we can use to calculate Ic from

the probabilities corresponding to Eq. (9) and Eq. (10) and the normalization condition

p0 = 1− p1 − p2.

We use the CIPPRES package [14] to do the singly and doubly excited configuration

interaction calculations (labeled CISD hereafter). Note that this is a full configuration in-

teraction for the two electrons collision systems considered in this work. CIPPRES is a

plugin for Quantum Package 2.0 (QP2) [15]. The pseudo states are obtained by diago-

nalization of the electronic Hamiltonian matrix which is built using Slater determinants of

Hartree-Fock (HF) orbitals. In the computations of antiproton-helium collisions, we used

the cc-pVTZ-6kbj basis set (see Table I) to do the calculations, and about 4700 configura-

tions are used to describe the pseudo states. Pseudo states with energy up to 5 a.u. are kept

in our calculations (i.e. 1800 states). In the computations of antiproton-molecular hydrogen

collisions, we used the aug-cc-pVDZ-3kbj basis set (see Table II). About 5250 configurations

are used to describe the pseudo states. Pseudo states with energy up to 7 a.u. are kept in our

calculations (i.e. 2600 states). Our CISD total single and double ionization cross sections

are computed by taking the average over three different orthogonal molecular orientations

as in [16]. Previous studies have shown that this is sufficient to provide accurate estimates

of the total cross sections [16–18].
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TABLE I. cc-pVTZ-6kbj; cl and ζl are, respectively, the Gaussian function coefficient and exponent.

Orbital Total number No. ζl cl

S 4 1 234.0000000 0.0025870

2 35.1600000 0.0195330

3 7.9890000 0.0909980

4 2.2120000 0.2720500

S 1 1 0.6669000 1.0000000

S 1 1 0.2089000 1.0000000

P 1 1 3.0440000 1.0000000

P 1 1 0.7580000 1.0000000

D 1 1 1.9650000 1.0000000

S 1 1 0.2456452 1.0000000

P 1 1 0.1693411 1.0000000

D 1 1 0.6225575 1.0000000

S 1 1 0.0984957 1.0000000

P 1 1 0.0898939 1.0000000

D 1 1 0.2421608 1.0000000

S 1 1 0.0527254 1.0000000

P 1 1 0.0556109 1.0000000

D 1 1 0.1278396 1.0000000

S 1 1 0.0327748 1.0000000

P 1 1 0.0377660 1.0000000

D 1 1 0.0788350 1.0000000

S 1 1 0.0223274 1.0000000

P 1 1 0.0273116 1.0000000

D 1 1 0.0534281 1.0000000

S 1 1 0.0161822 1.0000000

P 1 1 0.0206659 1.0000000

D 1 1 0.0385827 1.0000000
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TABLE II. aug-cc-pVDZ-3kbj; cl and ζl are, respectively, the Gaussian function coefficient and

exponent..

Orbital Total number No. ζl cl

S 3 1 13.0100000 0.0196850

2 1.9620000 0.1379770

3 0.4446000 0.4781480

S 1 1 0.1220000 1.0000000

S 1 1 0.0297400 1.0000000

P 1 1 0.7270000 1.0000000

P 1 1 0.1410000 1.0000000

S 1 1 0.2456452 1.0000000

P 1 1 0.1693411 1.0000000

D 1 1 0.6225575 1.0000000

S 1 1 0.0984957 1.0000000

P 1 1 0.0898939 1.0000000

D 1 1 0.2421608 1.0000000

S 1 1 0.0527254 1.0000000

P 1 1 0.0556109 1.0000000

D 1 1 0.1278396 1.0000000

III. RESULTS AND DISCUSSIONS

A. Antiproton-helium collisions

In Fig. 1, we firstly compare the present CISD calculations for the total single ionization

cross sections at collision energies ranging from 1 keV up to 1000 keV with experimental

data measured at CERN by Andersen et al. (CERN 90) [19], by Hvelplund et al. (CERN

94) [20], by Knudsen et al. (CERN 08) [21] and the time-dependent close-coupling (TDCC)

theoretical calculation [22] and the finite-element discrete-variable representation (labeled

FE-DVR hereafter) results [23]. The calculated total SI cross sections increase from low

impact energies up to around 60 keV and then decrease at higher energies. Our CISD
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FIG. 1. Total single ionization cross sections of He by antiproton impact plotted as functions of the

impact energy. The present CISD results are compared with the experimental data of Andersen

et al. (CERN 90) [19], Hvelplund et al. (CERN 94) [20], and Knudsen et al. (CERN 08) [21]. We

also compare our results with the TDCC results [22], the clustering analysis results [10] and the

FE-DVR results [23].

predictions are above the experimental data in the energy range between 10 and 20 keV. For

collision energy in the 25-1000 keV range, the total SI cross sections of CISD are slightly

below the experimental and TDCC results, while for collision energy in the 25-200 keV

range, the total SI cross sections of CISD are larger than the FE-DVR results.

Fig. 2 shows the present CISD total double ionization cross sections compared with

Andersen et al. [19] (CERN 90), Hvelplund et al. [20] (CERN 94), and Knudsen et al. [24]

(CERN 09), the TDCC theoretical results [22] and the FE-DVR results [23]. Like the SI,

the total DI cross sections also increase from lower impact energies up to about 50 keV and

decrease at higher energies. Our CISD total DI cross sections are in good agreement with

the experimental and TDCC data in the collision energy range 1-30 keV. For collision energy

larger than 30 keV, the CISD results overestimate the DI cross sections compared to the

TDCC, the FE-DVR results and the experimental data.

Given the challenging task to describe single and double ionization processes, the agree-

ment between our results and previous data can be deemed satisfactory.

Now, we focus on the correlation integral Ic. Fig. 3 shows the correlation integral Ic

computed using CISD ionization probabilities as functions of the impact parameter for
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FIG. 2. Total double ionization cross sections of He by antiproton impact plotted as functions of

the impact energy. Experimental data of Andersen et al. [19] (CERN 90), Hvelplund et al. [20]

(CERN 94), and Knudsen et al. [24] (CERN 09) and also the theoretical TDCC results [22], the

clustering analysis results [10] and the FE-DVR results [23] are compared with the present CISD

results.

different collision velocities. We can see that Ic changes from negative values to positive

values as the impact velocity increases. Negative values of Ic lower the DI processes while

positive values enhance them. For vp = 0.2 a.u., the correlation integral Ic is always negative.

For vp = 1.0 a.u., Ic gets larger at small impact parameter b but is still negative. For

vp = 4.0 a.u., Ic becomes positive. For Ic < 0, the DI cross sections are decreased possibly

because of the electron recapture effect existing in many collision processes [25–28]. For

Ic > 0, the shake off [29–31] and knock out [32–34] effects may contribute to the DI processes,

thus enhancing their probabilities at high energies.

Note that in [10], we proposed a method based on a clustering analysis to separate the

pseudo-continuum states into single and double ionization states. From this analysis, single

and double ionization cross sections in antiproton-helium collisions were obtained. This

approach is accurate for helium as target, but performs poorly for the molecular hydrogen

case (not shown). The results of the present approach are compared to the clustering ones in

Figs. 1 and 2, respectively, for the helium case. The single ionization cross sections obtained

with both methods agree with each other. There are some differences in the double ionization

cross sections for energies between 25 and 100 keV. The previous results agree better with
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FIG. 3. The correlation integral Ic is shown for the collision velocities vp = 0.2, 1.0, 4.0 a.u. as

functions of the impact parameter.

other data. However, the present approach is more general since the performance of the

clustering analysis is system-dependent [35].

B. Antiproton-molecular hydrogen collisions

The present CISD calculations for the total single ionization cross sections at collision

energies ranging from 1 keV up to 1000 keV are compared in Fig. 4 with the experimental

data of Hvelplund et al. [20], Andersen et al. [36] and Knudsen et al. [37], and the theoretical

TDCC [38] and time-dependent convergent close-coupling (CCC) [39, 40] results. The cross

section curve exhibits a bell shape. The maximum appears around 50 keV. Our CISD results

are in good agreement with the theoretical TDCC and CCC results and the experimental

data, except in the 25-1000 keV range where the CISD theoretical prediction are sligthly

below the experimental data.

For double ionization in Fig. 5, our CISD results are compared with the experimental

data of Hvelplund et al. [20] and also the theoretical TDCC [38] and CCC [40] results. Here,

the experimental data of Hvelplund et al. correspond to the production of H+ ions. Since

single ionization processes can also lead to the production of H+ ions, the experimental

data represents an upper limit for the double ionization cross sections. We can see that the

present CISD results show a reasonably good agreement with the TDCC and CCC data in

the energy range 1-30 keV, with the exception at energies around 10 keV where the CISD
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FIG. 4. Total single ionization cross sections of H2 by antiproton impact plotted as functions of the

impact energy. Present CISD results are compared with the experimental data for nondissociative

ionization of Andersen et al. [36], Hvelplund et al. [20], and Knudsen et al. [37], and theoretical

TDCC [38] and CCC [39, 40] results.

results underestimate the theoretical reference data. In the energy range 30-1000 keV, the

CISD results sligthly overestimate the total DI cross sections compared to the TDCC and

CCC data. The calculated total DI cross sections also increase at lower impact energies and

decrease at higher energies with the maximum at energy around 50 keV. Similarly to the

antiproton-helium collision system, the total SI cross sections are larger than the DI cross

sections. We can see that both the total SI and DI cross sections of antiproton-molecular

hydrogen are larger than the total SI and DI cross sections of antiproton-helium, respectively.

The correlation integral Ic is shown in Fig. 6 for different molecular orientations and

collision velocities. We see that for vp = 0.2 a.u., the correlation integral Ic is only negative,

for vp = 1.0 a.u., Ic still remains negative, while for vp = 4.0 a.u. the Ic is positive. This

behavior is similar to the antiproton-helium collision case. Besides, we also investigate the

effects of molecular orientation on the ionization cross sections and the correlation integral.

According to our CISD ionization cross section results and Fig. 6, there is no significant

orientation effect at the higher velocities. At the lowest one, small differences are seen.

The weak molecular orientation effect indicates that taking average over three orthogonal

molecular orientations is a reasonable approximation.
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FIG. 5. Total double ionization cross sections of H2 by antiproton impact plotted as functions of

the impact energy. We compare the present CISD results with the theoretical TDCC [38] and CCC

[40] results. The experimental productions of H+ data of Hvelplund et al. [20] are also shown.

IV. CONCLUSIONS

In this paper, we have theoretically investigated the single and double ionization processes

of antiproton-helium and antiproton-molecular hydrogen collision systems. The impact pa-

rameter method, close-coupling approach and a newly developed Dyson model are employed

in our calculations. We computed the corresponding total single and double ionization

cross sections in the collision energy range 1-1000 keV, which show good overall agreement

compared with the experimental and theoretical data.

We also used the concept of correlation integral Ic to get further insights into the electronic

dynamics. Our results show that the correlation integral changes its sign from negative to

positive as the collision velocity increases. Therefore, electronic correlation inhibits double

ionization processes at low impact energies and enhances them at high collision energies.

This behavior could be related to electron recapture effects at low collision energies and

shake off and knock out effects at higher collision energies.
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