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A B S T R A C T

The Device-to-Device (D2D) communications involve a direct, peer-to-peer link between devices
that operates independently of fixed network infrastructures. It can either complement existing
network infrastructures or be used as a standalone network to provide services, such as
distributing content, supporting emergency services during natural disasters, and enabling
smartphone applications like AirDrop (iOS) and Nearby Share (Android). However, the be-
havior of D2D communication is not always predictable, and there are many challenges to
implementing and deploying D2D communication systems in real-world situations. In particular,
it is hard to know what throughput one can obtain, as nominal numbers provided by the
documentation are seldom observed in practice. This paper focuses on Nearby Connections
Application Programming Interface (API) provided by Google. This API offers distinct strategies
in function of the network’s topology, and choosing the right one for an application is a
challenging task as they perform differently. In this paper, we contribute to the research
community in two ways. Firstly, we investigate the real-time performance of throughput of two
strategies (STAR and POINT-TO-POINT, as they are the only ones to use Bluetooth and Wi-Fi
Direct to transfer data). Our study shows that the POINT-TO-POINT strategy generally achieves
high throughput performance and is suitable for use cases involving high network traffic. In
contrast, the STAR performs poorly in throughput, which can result in link instability and slow
transfers in some cases. Secondly, we disclose a tool to help network designers evaluate their
networks and fine-tune their protocols and algorithms according to their specificities.

. Introduction

The concept of D2D communications, although out there for a few years, is booming in cutting-edge technologies such as 5G
etworks and beyond, besides local networking methods for dynamic information distribution [1]. It consists of peer-to-peer (P2P)
ommunication without relying on fixed network infrastructure [2,3]. Moreover, its ability to be a stand-alone network has allowed it
o enhance existing network infrastructures or to leverage them for stand-alone services. Examples of applications include alternative
ays to deliver content to address highly demanding and efficiently distributed communications, such as emergency services and
atural disasters [4–6].

In the consumer market, we have witnessed its wide adoption thanks to applications such as Apple’s Airdrop [7] and, more
ecently, Goggle’s Nearby Share [8]. Airdrop and Nearby Share are applications that rely on, respectively, Multipeer Connectivity
nd Nearby Connections, which are D2D APIs that provide all the necessary features and protocols for devices to connect and
ommunicate with nearby devices. In such systems, one of the main steps is to run a NDP to detect devices within reach. Then, if

∗ Corresponding author.
E-mail addresses: tomas.lagos-jenschke@lip6.fr (T. Lagos Jenschke), marcelo.amorim@lip6.fr (M. Dias de Amorim), serge.fdida@lip6.fr (S. Fdida).
vailable online 7 August 2023
542-6605/© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
http://creativecommons.org/licenses/by/4.0/).

ttps://doi.org/10.1016/j.iot.2023.100895
eceived 24 April 2023; Received in revised form 21 July 2023; Accepted 1 August 2023

https://www.elsevier.com/locate/iot
http://www.elsevier.com/locate/iot
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
https://github.com/tlagos1/AtomD
mailto:tomas.lagos-jenschke@lip6.fr
mailto:marcelo.amorim@lip6.fr
mailto:serge.fdida@lip6.fr
https://doi.org/10.1016/j.iot.2023.100895
http://crossmark.crossref.org/dialog/?doi=10.1016/j.iot.2023.100895&domain=pdf
https://doi.org/10.1016/j.iot.2023.100895
http://creativecommons.org/licenses/by/4.0/


Internet of Things 23 (2023) 100895T. Lagos Jenschke et al.

w

the user decides to connect to one of them, the system provides a direct wireless link so that the devices can communicate data.
These links use state-of-the-art protocols such as Bluetooth and Wi-Fi Direct. Both Multipeer Connectivity and Nearby Connections
are exposed to developers who wish to create their own D2D applications.

The motivation for this paper comes from the performance issues we faced in designing our own applications. More specifically,
hat performance to expect in a real deployment? A key metric for communication is throughput, which is critical in various

applications. For example, in file-sharing, the main expectation is high throughput. On the other hand, low latency and high
reliability are essential for a responsive and lag-free online gaming experience.

In contrast, high throughput and low latency are crucial for smooth, real-time video streaming. The overall network context
should also be considered when evaluating the throughput performance of D2D communication. The impact of factors such as
network congestion, device capabilities, and interference from other devices should also be considered.

Knowing in advance what performance to expect is thus of paramount importance. Both Apple and Google provide the developers
with expected, nominal performance numbers, but in practice, they are hardly observed. The behavior of D2D communication is
not deterministic, and much information needs to be included, resulting in many challenges and difficulties in implementing and
deploying D2D communication systems. This has been evident in frequent discussions on forums such as Stack Overflow, where
many developers and users have raised questions and expressed concerns about the behavior of D2D communication. In addition,
the mechanisms and protocols used in D2D communication are complex. As a result, they often need to be better documented,
resulting in more information about how D2D communication systems operate and how to troubleshoot issues that may arise.

We propose an experimental framework to assess performance parameters observed in real conditions. It is worth noting
that several investigations focus on theoretical throughput analysis in D2D link characterization, although they provide baseline
performance in ideal conditions.

In Tan et al. [9], the authors present a theoretical study that proposes a multi-hop transmission scheme combining 5G and WiFi
Direct to improve edge node transmission performance, evaluated through a system-level simulation platform.

In Zreikat et al. [10], a theoretical evaluation of 5G/WiFi-6 coexistence is performed to overcome limitations in coverage and
capacity, studying performance parameters by modeling the system using MOSEL-2 simulation language.

Mankar et al. [11] explores the interplay between D2D communications and real-time monitoring systems in a cellular-based
IoT network, characterizing D2D communication performance through average network throughput and quantifying real-time
application performance using the Age of Information (AoI) metric. Analytical derivations and simulations are used to assess the
mean success probability for D2D links, capturing the spatial disparity in AoI performance through moments of conditional success
probability and conditional scheduling probability for status update links.

In this paper, we report on several experiments and share with the community our insights into the performance of the Nearby
Connections API using multiple models of smartphones of varying ages. We focus on Nearby Connections as the literature still lacks
experiments on this framework. Although we plan to conduct similar experiments on Multipeer Connectivity in the future, we invite
the reader to refer to existing outstanding work, such as Stute et al.’s analysis of Apple Wireless Direct Link (AWDL) protocol [7].

In a nutshell, the Nearby Connections API provides three strategies to establish D2D communications: CLUSTER, STAR, and
POINT-TO-POINT. As their names indicate, they differ in the network topology and, consequently, in the flexibility that they offer
to the application. CLUSTER allows (𝑛 × 𝑚) connectivity, STAR leads to a (1 × 𝑚) network, and POINT-TO-POINT constrains the
topology to (1×1). Besides the topology, another fundamental difference is in their performance. While CLUSTER uses Bluetooth for
data transfers, both STAR and POINT-TO-POINT rely on both Bluetooth and Wi-Fi. The high topological flexibility that CLUSTER
provides is then highly penalized by much slower links.

The difficulty is to know exactly the performance differences between the STAR and POINT-TO-POINT strategies. Google gives
some advice in their documentation [12] but reality shows different numbers. In this paper, we address exactly this point by digging
into the operation of the Nearby Connections API. Our contributions are:

• We review the different strategies that Google proposes through the Nearby Connections API. We also identify the aspects that
need specific attention from developers when designing their own applications on top of the API.

• We share with the community AtomD. A tool we developed to perform a number of tests of the Nearby Connections API. We
show the steps we follow as well as a methodology that developers can follow to characterize their own setups.

• We report on the experiments we have run using different smartphones and discuss the performance that one may achieve in
terms of throughput. As we will see, different strategies lead to very different performance levels, which forces developers to
think thoroughly when deciding which strategy to adopt in their applications.

The rest of the paper is organized as follows. We review in Section 2 the characteristics and strategies of the Nearby Connections
API. Section 3 introduces the problem statement, our developed application, and our approach to addressing the problem. In
Sections 4 and 5, we describe the setup used for our experimental evaluation plus the methodology we employed, and in Section 6,
we present the experimental results. We make a comparative analysis of the pros and cons of each strategy based on the results
obtained in Section 7. We postpone the related work to Section 8 so that the reader has enough material to capture our specificities
2

to other papers in the literature. Finally, in Section 9, we conclude the paper and list ideas for future developments.
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Fig. 1. NDP flowchart using the Nearby Connections API. During this process if the Discoverer finds an Advertiser, then the Discoverer has the option to send
a connection request. If both devices agree to accept the connection request, then they will establish a D2D communication link.

2. Nearby Connections API

The Nearby Connections API was created by the Google development team in order to bring D2D connections to both Android
and IoT devices [13].1 The API allows devices to perform NDP and establish direct, offline wireless links to exchange data.

.1. General functioning

The first feature that Nearby Connections API provides is the discovery of neighboring devices. To this end, it relies on either
Bluetooth Classic, which reaches distances of up to 100m in line-of-sight areas, or Bluetooth Low Energy (BLE), which reaches
distances of up to 20m [14]. During the discovery phase, devices can play two different types of roles:

• Advertiser. The device is responsible for announcing itself so that neighboring devices can detect it.
• Discoverer. The device with this role is responsible for listening to the environment to detect potential Advertisers.

When two devices discover each other, the Discoverer can send a connection request to the Advertiser, which triggers a symmetric
authentication flow where both parties independently accept or reject the connection request (see Fig. 1). At this point, the link is
supposed to be bidirectional and symmetric (i.e., the devices become both potential source and destination of data).

After the establishment of the direct link, the Nearby Connections API offers three data transmission methods:

• Chunk transmission. The source Nearby Connections API can send data by encapsulating it in a set of bytes. A chunk can
encompass up to a size of 1 047 552B.

• File transmission. The Nearby Connections API manages file transmissions by subdividing them into data chunks. The size
of each chunk is variable and under the discretion of the Nearby Connections API, depending on the link quality.

• Streaming. The Nearby Connections API can send large amounts of data on the fly, such as an audio stream via stream
payloads.

Once the transmission has been successfully completed, the Nearby Connections API reports the SUCCESS status. Alternatively,
f the user cancels the communication during transmission, it returns CANCELLED, or if the transmission was interrupted during
ransmission, it returns FAILURE.

Finally, the Nearby Connections API provides the function to close the link and disconnect listeners in case the user requires
hem.

.2. Strategies

The Nearby Connections API proposes three strategies (see Fig. 2) concerning the network topology and at least one wireless
echnology as the link medium [15–17]. These strategies must be set during the initial configuration of the API instance (before
erforming the NDP) and cannot be changed until a new instance is created.
LUSTER Strategy. This is Nearby Connections API’s default strategy. As the name suggests, it creates a cluster topology (𝑛 × 𝑚)
etween devices that are within range of each other. To this end, the Nearby Connections API enables devices with the Discovery
ole to establish D2D communications with one or multiple devices within the same cluster. It is important to underline that, in the
LUSTER strategy, during the network lifetime a device can work as a Discoverer and an Advertiser for the sake of flexibility. This

1 Recently, Google announced a beta to run Nearby Share between Android and Windows devices – https://www.android.com/better-together/nearby-share-
3
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Fig. 2. Nearby Connections API’s available strategies: (a) CLUSTER, with two devices set as Discoverer-only (D) and three devices set as Advertiser/Discoverer
(A/D), (b) STAR, with one Advertiser (which becomes the root) and four Discoverers (which become leaves), and (c) POINT-TO-POINT, with one Advertiser and
four Discoverers (only one Discoverer could connect to the Advertiser).

strategy fits applications that enforce a more elastic architecture and do not require the transfer of large payloads. Consequently, it
uses Bluetooth 5.0 as a D2D communication link since it bets on energy efficiency and flexibility over throughput.
STAR Strategy. This strategy focuses on architectures involving a star topology (1×𝑚), i.e., applications that distribute information
from a centralized point (e.g., streaming or client–server models). Unlike the CLUSTER strategy, the STAR strategy leads to less
flexibility but can benefit from higher bandwidth. It relies on both Wi-Fi Direct and Bluetooth 5.0 for communication links. To
build a star topology, the Nearby Connections API allows the Advertiser to keep one or more Discoverers connected to it. In turn,
Discoverers can only maintain a single connection with their respective Advertiser. It should be noted that during NDP, a device can
be set up with both Discoverer and Advertiser roles. However, when a link is established using this strategy, the device will retain
only the role with which it established the connection (i.e. if a device receives an advertisement from another device and decides
to establish a connection with that device, it will only maintain its role as a Discoverer. Otherwise, it will keep its Advertiser role).
POINT-TO-POINT Strategy. This strategy focuses on maintaining a single connection (1 × 1) between two devices to maximize link
bandwidth. It is intended for applications that require the exchange of large payloads, such as file transfers. The Nearby Connections
API limits both the Advertiser and the Discoverer to maintain a single connection. In addition, like the STAR strategy, it supports
role parallelism but keeps one of the roles after the link is established. It uses Wi-Fi Direct to create its links, and it can work with
Wi-Fi Aware on compatible devices. It also uses Bluetooth 5.0 in case the Wi-Fi interface is disabled.

2.3. Underlying data transfer technologies

The Nearby Connections API relies on both Bluetooth 5.0 and Wi-Fi as data transfer technologies, depending on the strategy.
Bluetooth 5.0 is integrated as the basis for each of the three strategies. This technology is notable for its energy-efficient design,
which makes it ideal for battery-powered devices. It is also cost-effective and provides secure connections. Nevertheless, it only
offers slow data rates of up to 2Mbit∕s and a limited range of up to 100m in line of sight.

The other technology, Wi-Fi, is available in two ways: Wi-Fi Direct and Wi-Fi Aware. Wi-Fi Direct is used in the STAR and
OINT-TO-POINT strategies and consists of a device providing the Wi-Fi network, requiring a centralized coordinator. Wi-Fi Aware
s used in the POINT-TO-POINT strategy. It provides discovery and connection functions that allow the devices to be discovered and
onnected without any intermediaries, creating a decentralized peer-to-peer connection. The advantages of Wi-Fi over Bluetooth 5.0
nclude much higher data rates, which makes it ideal for high-bandwidth applications such as multimedia streaming and greater
overage ranges. The downsides are that Wi-Fi requires more power than Bluetooth 5.0 and is more prone to interference.

.4. Security in D2D Communications

Nearby Connections API offers proximity-based services for Android and Android Things applications. This API allows users of the
ame application to share data when they are in close proximity, typically within Bluetooth radio range. The API provides Bluetooth
lassic, Bluetooth LE, and Wi-Fi links based on the user requirements. For short-range low-latency communication, Bluetooth is
ecommended, while Wi-Fi is recommended to be employed for medium-range high-bandwidth communication.

Proximity-based services, similar to the Nearby Connections API, have been studied extensively in the context of wireless
ensor networks, along with their associated security challenges. Eavesdropping and wormhole attacks, which involve reading or
anipulating the traffic between nearby devices, have been a hotlt debated topic. However, most existing research focuses on link

r network layer attacks, such as routing or path finding protocols. Since Nearby Connections API operates at the application layer,
t presents a different context compared to best practices in the field. However, similar security challenges apply, including the
uthentication of mobile users and the establishment of secure channels through key exchange protocols.

Overall, while the Nearby Connections API offers convenient proximity-based services, its closed-source nature and limited
nformation availability raise concerns about its security. Further research and analysis are needed to assess and mitigate potential
ulnerabilities and threats associated with the API’s implementation.
4
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Fig. 3. On the left is the Dashboard fragment where the user can perform and visualize the experimentation procedure. This layout is subdivided into four
layers. On the right is the Experiment fragment, where its layout allows the user to create, view and delete experiments allowed by the application.

3. Scrutinizing STAR and POINT-TO-POINT strategies

One of the problems that we faced when developing applications with Nearby Connections API is that the performance we
observed diverged significantly from the theoretical numbers we found in the documentation. That is why we decided to conduct
a number of experiments and share our insights with the research community. As we discussed in Section 2, only the STAR and
POINT-TO-POINT strategies use Wi-Fi as a data transfer technology. Therefore, the question we address in the following is what
performance in terms of throughput to expect from these two strategies?

To this end, we have developed an Android application called AtomD2 that performs operations and procedures to exploit and
stress all the functionalities provided by the Nearby Connections API. It gathers several measures that are recorded in a database
for further analysis.

In terms of its interface, AtomD has two particular fragments for managing experiments, shown in Fig. 3.3 The first one, called
‘‘Dashboard’’, allows the user to define the roles that a node can play in the D2D communication and allows the user to observe the
status and progress of the connection. The second one, called ‘‘Experiments’’, allows the user to set the different actions that the
application can take during the D2D transfers. We detail the two fragments in the following.

3.1. Dashboard

We structure the ‘‘Dashboard’’ fragment (the view on the left of Fig. 3) in four layers. In the first layer, we find the connectivity
states during the realization of the D2D communication link. If a device performs NDP, it will change its Discovery state to
reddish; otherwise, it will keep a gray color. Similarly, if a device maintains at least one D2D connection with another device, it
will change its Connected status to reddish; otherwise, it will remain gray.

In the top left corner of the second layer is the device ID, which is used as a human readable name for other users who want to
discover the device. Below the ID, there is a button that allows the user to configure the role of the device – Disc. to configure
the device as a Discoverer and Adv. to configure the device as an Advertiser. Finally, on the right side of the second layer, there
is a button to generate a D2D instance and a switch that allows tracking of the GPS coordinates of the device.

In the third layer, there is a drop-down list of the three strategies provided by the Nearby Connections API on the left side. In
contrast, on the right side, there are 2 bars representing the progress during a D2D transfer. The first one is used to represent a
single transmission, while the second one shows the progress of the set of transmissions if transfers are done in batches.

Finally, the fourth layer shows a list of predefined processes to measure D2D performance, of which only one can be executed.
We explain how a user can define a process in Section 3.2.

It is important to note that the user must select at least the role and the strategy to be able to initiate a D2D instance.

2 https://github.com/tlagos1/AtomD.
3 In Android development, a fragment represents a modular portion of the user interface within an activity.
5
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Algorithm 1: Chunk Experiment
Input: 𝑗𝑝: Parameters to be sent, enclosed in a JSON object.

𝑖𝑑: The ID of the device connected through D2D.
𝑡𝑟: Number of transmission repetitions.

Output: False in case the transfer was not successful. Otherwise, True.
1 Function SEND_CHUNK(𝑗𝑝, 𝑖𝑑, 𝑡𝑟)
2 𝑃 ← TO_PAYLOAD(𝑗𝑝)
3 for 𝑟 ← 1 To 𝑡𝑟 do
4 if SEND_PAYLOAD(𝑖𝑑, 𝑃 ) ≠ SUCCESS then
5 return False
6 end if
7 end for
8 return True
9 end

For each successful reception, we record the reception time and the received parameters. 𝑃 is a variable containing a payload with the parameters to be sent.

Algorithm 2: File Experiment
Input: 𝑗𝑝: File parameters, enclosed in a JSON object.

𝑓𝑙: File to be send.
𝑖𝑑: The ID of the device connected through D2D.
𝑡𝑟: Number of transmission repetitions.

Output: False in case the transfer was not successful. Otherwise, True.
1 Function SEND_FILE(𝑗𝑝, 𝑓𝑙, 𝑖𝑑, 𝑡𝑟)
2 P ← TO_PAYLOAD(𝑓𝑙)
3 for 𝑟 ← 1 To 𝑡𝑟 do
4 if SEND_CHUNK(𝑗𝑝, 𝑖𝑑, 1) = SUCCESS then
5 if SEND_PAYLOAD(𝑖𝑑, P) ≠ SUCCESS then
6 return False
7 end if
8 else
9 return False
10 end if
11 end for
12 return True
13 end

During each file transfer, we log the number of bytes transferred, the time of their reception, and the corresponding file metadata chunk.

Algorithm 3: Connectivity Experiment
Input: 𝑟𝑛: Readable name of the device connected through D2D.

𝑐𝑟: Number of connections repetitions.
Output: In case it does not find an matching 𝑟𝑛, then the device will keep listening to the channel.

1 Function CONNECTIVITY_REPETITIONS(𝑟𝑛, 𝑐𝑟)
2 for 𝑟 ← 1 To 𝑐𝑟 do
3 DISCONNECT_FROM(𝑟𝑛)
4 START_DISCOVERY()
5 if GET_DISCOVERED_DEVICE() = 𝑟𝑛 then
6 ESTABLISH_CONNECTION_WITH(𝑟𝑛)
7 STOP_DISCOVERY()
8 end if
9 end for
10 end

During each run of theNDP, we record when the discovery process was initiated, when the target device was discovered, when the node emits the connection
request, and when the connection is established.

3.2. Experiment

To configure the behavior of the AtomD application and, consequently, of the D2D links, we have developed the ‘‘Experiment’’
ragment. The user can configure three different types of experiments (or processes), which we explain in the following.

• Chunk experiment (see Algorithm 1). It sends a set of data chunks with a maximum of 1 047 552B per Chunk. Within the
payload is set an instance ID of the experiment, the current GPS location of the device, and the counter tracking of the set of
chunks that have been sent.

• File experiment (see Algorithm 2). It consists in performing a set of transmissions of the same file of size 𝑛× 10𝑚 B to one or
more devices. Before sending the file, the transmitter sends a Chunk with tracking data to track the file to be sent. Within this
Chunk is set an ID of the experiment instance, the ID of the payload where the file is packed, the total number of repetitions
6
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Fig. 4. Throughput of the receiver during the transfer of a file. Considering that the Nearby connection API splits the file into several chunks for transmission,
he calculation of the throughput takes place from the beginning of the transfer until the total transferred byte count.

Table 1
Nodes’ characteristics in our experiments.

Nodes Processor RAM Android Wi-Fi standard

1 Exynos 990 8GB 12 802.11ax
2 Exynos 8895 4GB 9 802.11ac
3 Snapdragon 835 8GB 10 802.11ac
4 Kirin 970 6GB 10 802.11ac
5 Snapdragon 662 4GB 10 802.11ac

that the file will be sent, and the metadata of the transmitter. During the transmission process, the transmitter and receiver
will record in a database the information registered within the Chunks, as well as the number of bytes expected and the bytes
transferred for each sent file.

• Connectivity experiment (see Algorithm 3). This experiment allows the devices to perform a set of NDP. Among the
configurations, the user can set the device to use either Bluetooth classic or BLE for the discovery and connectivity request
procedures. In the course of this experiment, AtomD records the times of radio initiation, device discovery, request sending,
and request reception in nanoseconds. In addition, it also records the GPS location of each device.

4. Experimental setup

We conducted a set of experiments to evaluate the performance of the STAR and POINT-TO-POINT strategies using five Android
martphones. The nodes were labeled as Node 1 to Node 5, and their characteristics are summarized in Table 1.

To ensure a strong and stable D2D wireless connection, we distribute these nodes no more than 20 cm away from each other.
The distribution of the nodes consisted of placing one of them in the center while the other four smartphones were placed around,
forming a square-shaped network topology. The Nearby Connections API version we used was 18.3.0.

To generate data, we configured our application to run a ‘‘File experiment’’ (see Section 3.2), in which the application generates
and sends a 4 × 108 B file. It is important to note that the Nearby Connections API splits large files into chunks of no more
than 1 047 552B. However, the exact sizes of the chunks depend on an estimation of the available bandwidth at the time of the
transmission. As a consequence, we must run the experiment for enough time to avoid any bias due to a temporary condition
affecting the bandwidth. This behavior can be seen in the example shown in Fig. 4, where Node 3 received a file from Node 1.

Therefore, we saturated the sample set with a large number of chunks to calculate the throughput accurately and performed
en runs of the same transmission to satisfy the reliability interval of the data. We can see that as chunks are received, the chunk’s
aturation shows the actual throughput of the link. However, due to the random nature of wireless networks, each saturation point
f each transmission may be at different zones. More specifically, while most of the saturation points of each transmission attempt
onverge to around 0.25 × 108 B, the saturation point of the third attempt reaches values of around 2.5 × 108 B.

5. Experimental methodology

To evaluate the performance of D2D communication using the Nearby Connections API, we performed a series of single-file
transmissions using the STAR and POINT-TO-POINT strategies. As explained previously, we have chosen these two strategies because
they use Wi-Fi as a communication medium (see Section 2). Furthermore, taking into account that each strategy uses a different
7

topology, we elaborated an execution procedure in order to ensure fair testing.
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Fig. 5. Distribution of the nodes during the experimentation process. In the center of the distribution is located the node with the role of Advertiser (A), while
on the sides are the Discoverers (D).

Fig. 6. Reception throughput of nodes in a STAR strategy with Node 1 acting as the access point. (a) displays the reception throughput of all nodes when
Node 1 is transmitting, while (b) shows Node 1’s reception throughput when other nodes are transmitting to it.

For the STAR strategy, we placed five nodes no more than 20 cm from each other, with the node configured with the Advertiser
role in the center and the other nodes set as Discoverers around, as shown in Fig. 5. Such a topology facilitates the Advertiser device
to act as an access point. Note that the Advertiser maintains a connection with all the Discoverers. The Advertiser then chooses one
of the Discoverers to perform the predefined ‘‘File Experiment’’, starting with the node in the top right corner and proceeding
clockwise to the other nodes. It is worth underlying that the ‘‘File Experiment’’ process is bidirectional, with the Advertiser initially
acting as the transmitter (data: Advertiser → Discoverer) and then as a receiver (data: Advertiser ← Discoverer). Once the device
picked as chosen Advertiser has communicated with all the Discoverers, all nodes’ databases are exported and reset. We choose then
another device as the Advertiser and run the same process until all combinations have been tested.

Similarly, for the POINT-TO-POINT strategy, we maintained the same node distribution as in the STAR strategy, with the
Advertiser in the center. The Advertiser then establishes a single connection to a Discoverer, one at a time, following the order
explained in the STAR strategy, and then performs the execution of the experiment. Contrarily to the STAR strategy, once the
Advertiser has completed all possible combinations, the databases of all nodes are exported and reset. Then, a new Advertiser is
established, and the process is restarted.

Through these tests, we evaluated the throughput during the transmission of a file to another node, providing insights into the
performance that D2D communication can maintain under different strategies.

6. Throughput analysis

We start by analyzing the throughput of both the STAR and POINT-TO-POINT strategies. To this end, we perform ten
transmissions per source and per destination, shown as boxplots. In Figs. 6–10, we show the observations for the STAR strategy,
while in Figs. 11 to 15, we show the number for POINT-TO-POINT. Each boxplot represents data from the first (𝑄1) to the third
(𝑄3) quartile, as well as the median. We also show the mean as a number at the top of the plot. Whiskers show the data range and
extend no more than 1.5 × (𝑄3 − 𝑄1) from the box’s edges, ending at the furthest data point within that range. Outliers appear as
8

circles.
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Fig. 7. Reception throughput of nodes in a STAR strategy with Node 2 acting as the access point. (a) displays the reception throughput of all nodes when
Node 2 is transmitting, while (b) shows Node 2’s reception throughput when other nodes are transmitting to it.

Fig. 8. Reception throughput of nodes in a STAR strategy with Node 3 acting as the access point. (a) displays the reception throughput of all nodes when
Node 3 is transmitting, while (b) shows Node 3’s reception throughput when other nodes are transmitting to it.

These plots represent the throughput obtained during the reception of the file. More specifically, the plot on the left shows the
throughput obtained by the Advertiser’s neighbors, i.e., the throughput reception of the nodes connected to the access point node. In
contrast, the plot on the right shows the Advertiser’s reception throughput when each neighbor was transmitting to the Advertiser,
i.e., the throughput reception of the access point from its connected devices. In each plot, the 𝑥-axis corresponds to the node the
Advertiser interacted with (see Section 4), and the 𝑦-axis corresponds to the throughput in Mbit∕s obtained during the transfers.

6.1. STAR strategy

Based on the results obtained using Node 1 as the Advertiser (Fig. 6), we found that it lacked consistent throughput performance
across all nodes. In fact, in both Figs. 6(a) and 6(b), it can be observed that the link between Node 1 and Node 3 has a better
throughput than the other nodes, while the link performance of the rest of the nodes remains below the 20Mbit∕s. On top of that, if
we compare the results of both Figs. 6(a) and 6(b), we can observe that Node 1 has a better throughput performance when acting
as a receiver (Fig. 6(b)).

In the case of Node 2 as the Advertiser (Fig. 7), we can observe that its throughput performance is significantly lower than in
the case of Node 1. Moreover, as seen in Fig. 7(a), we could only collect data with three out of the four nodes because there were
constant link interruptions between Node 2 and Node 4 during the file transmission. Another feature is that Node 3 maintains a
better link performance than the rest of the other nodes. Finally, Node 2 performed better as a transmitter (Fig. 7(a)) than as a
receiver (Fig. 7(b)). However, given its instability in maintaining a link while transmitting, we must determine if this performance
is realistic.

Taking Node 3 as the Advertiser (Fig. 8), we can observe that the link formed with Node 1 performs better than the other nodes.
9

Similarly, Node 3 performs better as a receiver (Fig. 8(b)), as was observed when Node 1 acts as an Advertiser (Fig. 6).
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Fig. 9. Reception throughput of nodes in a STAR strategy, with Node 4 acting as the access point. (a) displays the reception throughput of all nodes when
Node 4 is transmitting, while (b) shows Node 4’s reception throughput when other nodes are transmitting to it.

Fig. 10. Reception throughput of nodes in a STAR strategy with Node 5 acting as the access point. (a) displays the reception throughput of all nodes when
Node 5 is transmitting, while (b) shows Node 5’s reception throughput when other nodes are transmitting to it.

As for Node 4 as the Advertiser (Fig. 9), it maintains a low performance while maintaining relative throughput uniformity.
Furthermore, compared to Node 2 as Advertiser Fig. 7), Node 4 performs slightly better.

Finally, when Node 5 is taken as the Advertiser (Fig. 10), it can be observed that its performance is better using Node 1 and
Node 3. As for its links using Node 2 and Node 4, respectively, acting as receivers, the respective links perform better (Fig. 10(b)).
Summary. When applying the STAR strategy, Node 1 and Node 3 stood out, while the throughput performance was too low with
Node 2 and Node 4. The best performance that we could observe varies between 30Mbit∕s and 40Mbit∕s, except for the 79.91Mbit∕s
shown in Fig. 6(a). In many cases, however, the value can be below 10Mbit∕s, which is relative regard to the performance that we
ould expect from Wi-Fi links. The question we will address in the following is whether we can obtain higher throughputs when
dopting the POINT-TO-POINT strategy and, if so, how much.

.2. POINT-TO-POINT strategy

From the results obtained with Node 1 as the Advertiser (Fig. 11), we can see that its throughput is higher when it acts as a
ransmitter (Fig. 11(a)). Furthermore, for each link generated, the throughput performance of each node doubled when Node 1
cted as a transmitter. Also, Node 1 has a better throughput with its link with Node 3 than the rest.

In the case where Node 2 acts as the Advertiser (Fig. 12), we can observe a sharp drop in throughput, keeping its values below
0Mbit∕s. Regarding performance, we can observe that Node 1 and Node 3 stand out, doubling the throughput of Nodes 4 and 5.

When Node 3 is the Advertiser (Fig. 13), we observe that the link it maintains with Node 2 has a better throughput performance
han the rest of the other links. In fact, if we compare its results with those obtained using Node 1 as Advertiser (Fig. 11) and Node 2
s Advertiser (Fig. 12), we should expect a better performance with Node 1. Another observable characteristic in Fig. 13 is that it
10
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Fig. 11. Reception throughput of nodes in a POINT-TO-POINT strategy with Node 1 acting as the access point. (a) displays the reception throughput of all
nodes when Node 1 is transmitting, while (b) shows Node 1’s reception throughput when other nodes are transmitting to it.

Fig. 12. Reception throughput of nodes in a POINT-TO-POINT strategy with Node 2 acting as the access point. (a) displays the reception throughput of all
nodes when Node 2 is transmitting, while (b) shows Node 2’s reception throughput when other nodes are transmitting to it.

Fig. 13. Reception throughput of nodes in a POINT-TO-POINT strategy with Node 3 acting as the access point. (a) displays the reception throughput of all
nodes when Node 3 is transmitting, while (b) shows Node 3’s reception throughput when other nodes are transmitting to it.
11
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Fig. 14. Reception throughput of nodes in a POINT-TO-POINT strategy with Node 4 acting as the access point. (a) displays the reception throughput of all
nodes when Node 4 is transmitting, while (b) shows Node 4’s reception throughput when other nodes are transmitting to it.

Fig. 15. Reception throughput of nodes in a POINT-TO-POINT strategy with Node 5 acting as the access point. (a) displays the reception throughput of all
nodes when Node 5 is transmitting, while (b) shows Node 5’s reception throughput when other nodes are transmitting to it.

did not maintain a throughput pattern when Node 3 acted as the transmitter or receiver. This can be observed with Nodes 4 and 5;
Node 4 stands out in Fig. 13(a), while Node 5 stands out in Fig. 13(b). On the other hand, the throughput values of Nodes 1 and 2
are similar when Node 3 acts as a receiver.

Concerning Node 4 as the Advertiser (Fig. 14), this node maintains a low throughput while maintaining a relative uniformity
in performance. Furthermore, compared to the performance using Node 2 as the Advertiser, Node 4 performs slightly better than
Node 2 (Fig. 12).

Finally, when Node 5 is taken as Advertiser (Fig. 15), it is observed that its performance is better using Node 1 and Node 3. As
for their links using Node 2 and Node 4 as transmitters, respectively, the respective links perform better (Fig. 15(b)).
Summary. In the POINT-TO-POINT strategy, we observed that two nodes (Nodes 1 and 3) experienced much better performance
than the others when they acted as Advertisers, reaching values of up to 600Mbit∕s. Clearly, as we could see in all experiments, the
POINT-TO-POINT strategy definitely leads to much better performance than STAR. This brings food-for-thoughts that we present in
Section 7.

7. Discussion

After reviewing the results obtained with the STAR (see Section 6.1) and POINT-TO-POINT (see Section 6.2) strategies, it is
evident that the POINT-TO-POINT strategy outperforms the STAR strategy by far. Specifically, the maximum throughput achieved
with STAR was 79.91Mbit∕s, while the POINT-TO-POINT strategy achieved maximum throughputs close to 600Mbit∕s. This is because
the Nearby Connections API probably uses a best-effort mechanism, depending on the topology of each strategy.4

4 Unfortunately, Google does not disclose all the implementation details of the Nearby Connections API.
12
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Fig. 16. Coefficient of variation versus average throughput of the throughput set corresponding to each node acting as Access Point using the POINT-TO-POINT
strategy. Panel (a) shows the results for the sets where the access point transmits to connected nodes, while panel (b) shows the results for the sets where the
connected nodes transmit to the access point.

Taking a closer look at the individual performance of Advertisers, Nodes 1 and 3 showed consistent superiority in both strategies.
These nodes performed best as access points. This highlights the importance of access point selection in facilitating effective direct
communication between nodes. In contrast, Node 2 demonstrated the worst throughput performance in most cases, generating
unstable links during its time as an access point. Furthermore, it was observed that the throughput fluctuation between links from
the same access point in both strategies was more pronounced at Node 2 and Node 3, probably due to the links’ low throughput.
This underlines the need to investigate the factors contributing to these performance differences. Finally, Node 5 maintained better-
performing links when connected to Nodes 1 and 3 in both strategies, while it demonstrated lower throughput when connected
to Nodes 2 and 4. This highlights the importance of considering the individual characteristics of each node when determining the
optimal communication strategy.

7.1. Correlation between strategies

The results of this study provide insights into the performance of the POINT-TO-POINT and STAR strategies. On the one
hand, we find that the POINT-TO-POINT strategy exhibited high throughput performance in most cases, making it suitable for
use cases involving high network traffic, such as file transfer or actions requiring high traffic flow. On the other hand, the STAR
strategy exhibited much lower throughput performance, leading to link instability and slow transfers in some instances, making it
recommended for communication use cases with low network traffic density.

To further illustrate the difference in transfer time between the two strategies, the study considered a binary file of size 4 × 108

B. Based on the results, the estimated transfer time for the STAR strategy was 74.52 s, while it was around 8 s for the POINT-TO-
OINT strategy. This is a significant difference that needs to be taken into account when setting up a network on top of the Nearby
onnections API.

Another critical factor to consider in the D2D links generated by the Nearby Connections API is their asymmetric nature. As
bserved in Figs. 11 to 15, the throughput performance of the links is highly dependent on the node set as the access point, as well
s on the node to which it is connected. This dependency is further highlighted in Fig. 16, where the coefficient of variation of each
et belonging to the POINT-TO-POINT strategy is compared with the average throughput corresponding to these sets. The study
lso includes three reference nodes with the same parameters, which maintain a low coefficient of variation due to their similar
ardware characteristics, resulting in better throughput performance. In contrast, the other nodes had much higher coefficients of
ariation, which leads to lower throughput, more representative of the real case scenario.

Overall, these findings have important implications for device-to-device communication, as they suggest that the POINT-TO-
OINT strategy provides higher performance and throughput, making it the preferred choice for use cases with high network traffic
ensity. The study also highlights the importance of considering the hardware characteristics of the nodes when selecting the access
oint to ensure optimal throughput performance.

. Related work

Several studies have focused on improving the accessibility and performance of wireless networks based on Wi-Fi Direct and
13

elated communication protocols.
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Table 2
Comparative table of related work based on throughput performance evaluation, D2D characterization, D2D extension for throughput performance, and throughput
performance-based D2D experimental work.

Work Area of work

Performance evaluation Characterization Extension Experimental work

[9] ✓ ✗ ✓ ✗

[18] ✓ ✓ ✗ ✓

[19] ✓ ✓ ✓ ✗

[20] ✓ ✓ ✗ ✗

[21] ✓ ✗ ✓ ✓

This work ✓ ✓ ✗ ✓

Adam et al. the authors analyzed the accessibility and performance of Wi-Fi and cellular networks in Rochester, NY, compared to
ulti-hop ad hoc networks based on Wi-Fi Direct [18]. They showed that, although Wi-Fi access points were widely available, more

han 20% of locations had inaccessible access points due to security restrictions. Moreover, the LTE cellular network led to higher
ownload speeds when compared to Wi-Fi and multi-hop D2D networks, while Wi-Fi and cellular upload speeds were comparable.
he authors concluded that extending access to the Internet through multi-hop D2D connections is feasible but comes at the expense
f a 62% reduction in upload and a 64% reduction in download speeds.

Funai et al. proposed and analyzed different practical solutions for supporting communications between multiple Wi-Fi Direct
roups using Android devices [19]. Firstly, they listed several limitations of the current implementation of the Android Wi-Fi Direct
ramework and presented possible solutions to interconnect different groups to create multi-hop ad hoc networks. The authors found
hat their proposed approaches were feasible with different overheads regarding energy consumption and delays at the gateway node.
heir experimental results demonstrated the superiority of techniques that exploit the device’s ability to maintain simultaneous
hysical connections to multiple groups, enabling multi-hop ad hoc networks at low overhead.

Tan et al. proposed a multi-hop transmission scheme that combines 5G and Wi-Fi Direct to improve the transmission performance
f edge nodes [9]. Furthermore, they built a 5G+ Wi-Fi D2D system-level simulation platform to test the scheme’s performance. The
imulation results showed that the proposed scheme can effectively improve the throughput and reduce the packet loss rate of edge
odes. Moreover, the study also shows that the number of routing hops and new radio signal thresholds can affect the transmission
erformance of the node.

The work from Bertier et al. reported on an empirical characterization of Wi-Fi P2P and Google Nearby, two D2D technologies in
ndroid [20]. To do so, the authors developed a custom Android application, called Ocat, which measures the link’s goodput between
ndroid devices. Then, using the wireless signal strength as a link measurement, they combined it with the two-ray ground-reflection
odel to infer the goodput and obtain a good fit for characterizing D2D links between Android devices. Their findings provided a

eality check regarding the direct data-exchange capabilities of Android devices and helped assess the system performance of D2D
pplications.

Another interesting work is the one by Li et al. who implemented and evaluated the performance of a Wi-Fi Direct (WFD)-
ased local communication system [21]. They proposed an application-layer forwarding solution for inter-group communication
nd a self-adaptive handover mechanism taking user mobility and node failures into account. They utilized a fuzzy-logic-based
ormalized quantitative decision algorithm (FNQD) with the weights derived from the fuzzy analytic hierarchy process (FAHP)
o deal with the uncertainty in the handover decision procedure. The authors evaluated the performance of the system through
oth simulation and experiment analysis. Their results showed that they could achieve a maximum throughput of 31.7 Mb/s
or intra-group communication and a maximum goodput of 4.76 Mb/s for inter-group communication. Moreover, mobile devices
ould perform various types of handover according to their roles and status, which could improve the robustness of the local
ommunication system.

All of the previous works, as well as ours, intend to help the research community dare experimental work related to device-to-
evice communications. We all address specific issues that either prevent efficient implementation or are too complicated to sort
ut. In our case, we contribute with a better understanding of what to expect in terms of throughput over the Nearby Connections
PI. We hope that other researchers will share the lessons they learned when implementing their solutions (see Table 2).

. Conclusion and perspectives

In this study, we have extensively evaluated throughput performance on D2D links using the Nearby Connections API over
OINT-TO-POINT and STAR strategies. The results show that the POINT-TO-POINT strategy presents higher performance in most
ases, making it suitable for use cases involving high network traffic density. This is especially useful for actions that require high
raffic flow, such as file transfer. On the other hand, the STAR strategy shows much lower throughput performance, leading to link
nstability and slow transfers in some cases. It is therefore recommended for communication use cases with low network traffic
ensity. In addition, the study highlighted the significant difference in transfer time between the two strategies.

Another critical factor affecting the D2D links generated by the Nearby Connections API is their asymmetric nature. Our results
emonstrate that the performance of the links is highly dependent on the node established as the access point and the node to which
t is connected. This dependency is further highlighted in Fig. 16, where the coefficient of variation of each set belonging to the
14

OINT-TO-POINT strategy was compared with the average throughput corresponding to these sets.
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The study’s results also indicate the importance of considering the nodes’ hardware characteristics when selecting the access point
o ensure optimal throughput performance. The study added three reference nodes with similar parameters, which maintained a low
oefficient of variation due to their similar hardware characteristics, resulting in better throughput performance. In contrast, other
odes had much higher coefficients of variation, resulting in worse throughput performance, representing the real case scenario.
verall, these results have important implications for communication between nodes. They suggest that the POINT-TO-POINT

trategy provides higher throughput performance, making it the preferred choice for use cases with high network traffic density. On
he other hand, the STAR strategy can be used in low-traffic density scenarios, but its performance is limited. Therefore, it is crucial
o consider the asymmetric nature of D2D links and the hardware characteristics of the nodes when selecting the access point to
nsure optimal throughput performance.

A network architect or application developer can now refer to the numbers we provide to decide which strategy fits better their
olutions, or even run their own experiments using our methodology and open-source tool. As future work, we will address other
etrics such as connection establishment delay and battery consumption. In addition, future research could explore ways to improve

ink stability in Nearby Connections API, such as by implementing adaptive algorithms or optimizing network protocols to cope with
he variability of the environment and maintain consistent throughput.
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