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Molecular simulations in an open environment, involving ion exchange, are necessary to study various systems, from biosystems to confined electrolytes. However, grand-canonical simulations are often computationally demanding in condensed phases. A promising method (L. Belloni, J. Chem. Phys., 2019), one of the hybrid nonequilibrium molecular dynamics/Monte Carlo algorithms, was recently developed, which enables efficient computation of fluctuating number or charge density in dense fluids or ionic solutions. This method facilitates the exchange through an auxiliary dimension, orthogonal to all physical dimensions, by reducing initial steric and electrostatic clashes in three-dimensional systems. Here, we report the implementation of the method in LAMMPS with a Python interface, allowing facile access to grand-canonical molecular dynamics (GCMD) simulations with massively parallelized computation. We validate our implementation with two electrolytes, including a model Lennard-Jones electrolyte similar to a restricted primitive model and aqueous solutions. We find that electrostatic interactions play a crucial role in the overall efficiency due to their long-range nature, particularly for water or ion-pair exchange in aqueous solutions. With properly screened electrostatic interactions and bias-based methods, our approach enhances the efficiency of salt-pair exchange in Lennard-Jones electrolytes by approximately four orders of magnitude, compared to conventional grand-canonical Monte Carlo. Furthermore, the acceptance rate of NaCl-pair exchange in aqueous solutions at moderate concentrations reaches about 3% at the maximum efficiency.

I. INTRODUCTION

Molecular simulations in an open environment are necessary to study various systems, including electrolytes1,2, porous materials3, and biosystems4,5. Fluctuations in an open system allow for calculating thermodynamic derivatives, i.e., responses of the system upon a perturbation. For example, the osmotic compressibility \( \chi^{\text{osmotic}} \) is related to the fluctuation in salt density \( \rho_{\text{salt}} \), as follows:

\[
\chi^{\text{osmotic}} = k_B T \left( \frac{\partial \rho_{\text{salt}}}{\partial P^{\text{osmotic}}} \right)_T \approx \langle V \rangle \frac{\left( \rho_{\text{salt}} - \langle \rho_{\text{salt}} \rangle \right)^2}{\langle \rho_{\text{salt}} \rangle^2}
\]  

(1)

with \( \langle \cdot \cdot \cdot \rangle \) is the ensemble average in an open system in temperature \( T \) whose average volume is \( \langle V \rangle \), and \( k_B \) Boltzmann constant. For sufficiently dilute 1:1 electrolytes, this leads to the ideal (non-interacting) result \( \chi^{\text{osmotic}} = 0.5 \). Thermodynamic derivatives can also be computed via so-called Kirkwood-Buff integrals6–8 in both fluctuating and constant particle-number simulations. One of the advantages in grand-canonical ensembles is that no further treatment (e.g., the so-called finite-size corrections) is needed to the Kirkwood-Buff integrals2, which is essential in constant particle-number simulations.

And yet, grand-canonical (GC) simulations are often computationally demanding, particularly with explicit solvents in condensed phases where almost all trial insertion or deletion moves would be rejected. Several advanced Monte Carlo methods for the efficient exchange have been developed, including a cavity-bias method9, a configuration-biased method10,11, a Boltzmann-bias method12, a continuous fraction component method13, identity exchange methods14–16, and hybrid methods17–24. However, the computational efficiency is still limited, leaving an obstacle to simulating systems like ionic solutions due to long-range electrostatic interactions and strong short-range steric repulsion. Thermodynamic extrapolation25–27 is an alternative approach which does not require particle exchange, but allows to determine iteratively the appropriate number of particles (or volume) corresponding to a given chemical potential, based on the difference between the measured and target value. Yet, its computational cost is also significant and it does not correspond exactly to the grand-canonical ensemble (since the number of particles does not fluctuate).

Hybrid nonequilibrium MD/MC methods17–20,22,24 are an attractive means to enhance efficiency in grand-canonical simulations with a proper design of a path for the exchange. The hybrid method generates a proposed transition from one configuration to another via MD propagation during a finite time instead of an instantaneous (infinitely fast) switching. A
trial move, thus, is not instantaneous or local in space, i.e., all the particles could relax in principle. During the slow switching, a time-dependent nonequilibrium Hamiltonian governs the system’s time evolution. After such a finite switching, a Metropolis criterion is applied, which involves the nonequilibrium (NE) work, including the changes of potential and kinetic energies, to decide whether or not a trial move is accepted.

One of the successful methods is a MC osmostato to simulate a system in a fluctuating ionic environment that could differ from the bulk in a semigrand canonical ensemble. In their approach, two randomly chosen water molecules are "transmuted" to a pair of Na\(^+\) and Cl\(^-\) or vice versa, ensuring the total charge neutrality. Such exchange between water and ions is done slowly via nonequilibrium candidate MC (NCMC)\(^{24}\), providing a finite time for the collective relaxation. The optimal efficiency is determined by the acceptance rate per the time spent in a NCMC switching, although the acceptance rate generally increases with the increasing amount of time in the MD propagation. With a proper NE protocol, the NCMC achieved the acceptance rate of ~20% with a 20 ps long NCMC protocol at maximum efficiency.

Designing a nonequilibrium Hamiltonian in a hybrid NEMD/MC method is arbitrary, and a well-designed path should enhance the acceptance rate. Such flexibility helps the hybrid method\(^{16,24,29-31}\) sample a rare barrier crossing event in a rugged free energy surface, showing a faster convergence than conventional equilibrium MD. The lowered free energy barrier with a Hamiltonian perturbation can facilitate the dynamics of a particular part of interest (usually slow modes). A perturbation scheme during NEMD to construct a NE Hamiltonian can be chosen to deform (flatten) a potential energy surface\(^{30}\), including, the accelerated MD\(^{32}\), the replica-exchange with solute tempering\(^{35}\), and alchemical mixing\(^{16}\). Thus, choosing such a coupling method is crucial in determining the sampling efficiency.

In this work, we report the implementation of a particular hybrid NEMD/MC method, called "H4D"\(^2\), in LAMMPS\(^{34}\) and its applications to ionic solutions in a wide range of salinity. As was well illustrated in the original paper\(^2\), the idea of H4D is to utilize an auxiliary, non-physical dimension to facilitate the exchange, which is orthogonal to all other physical dimensions. For example, the "vertical" axis is the third dimension in two-dimensional systems or the fourth dimension in three-dimensional systems. A NE Hamiltonian for the exchange considers a time-dependent "altitude" schedule along the vertical dimension. The potential energy \(U\) becomes a function of a time-dependent altitude, \(w(t)\): \(U = U(\{r\}, w(t))\) with position vectors \(\{r\}\) of all atoms. For a trial insertion move, a particle to exchange starts at a non-zero altitude, which will finally land at a zero altitude. Further, the altitude schedule is a critical factor for efficiency, which determines how fast a trial insertion or deletion is, i.e., the vertical velocity \(v_f\). That is, in H4D, a particle to exchange "flies" through the vertical dimension at a particular vertical velocity. Such a flying scheme alleviates the significant steric repulsion in the initial steps of NEMD, increasing the exchange’s acceptance rate.

The H4D method is conceptually simple\(^2\) and works well to reduce steric clashes with the 4D distance considering the altitude for a 3D system during NEMD. However, ion-pair exchange via the H4D is still challenging because it introduces a strong perturbation with charge-charge and charge-dipole interactions. It was previously shown that NaCl-pair exchange in aqueous solutions resulted in a significantly lower acceptance rate than water exchange, even with an order of magnitude longer NEMD\(^2\). In this work, we show that designing a NE Hamiltonian with screened electrostatic interactions can significantly enhance the acceptance rate. In particular, an altitude-based screening function benefits the efficiency of NaCl-pair exchange in aqueous solutions by reducing the Coulomb coupling between flying and non-flying particles in real space. We also find that the Coulomb interactions, reduced in their magnitude, still require a long cut-off distance that partitions the short- and long-range contributions. Our findings assure the significance of the long-range nature of electrostatic interactions in ionic solutions.

The paper is organized as follows. Section II discusses our method and implementation of grand-canonical molecular dynamics (GCMD) simulations, including the basics of H4D, the techniques to enhance efficiency, and a brief illustration of our implementation in LAMMPS that allows for the massively parallelized computations. Some of those were briefly discussed in the original paper\(^2\). Section II also presents model electrolytes for applications of our implementation and a chemical potential calculation using H4D. Section III discusses the results of GCMD simulations using H4D, including the efficiency of solvent or ion-pair exchange, as well as number fluctuation and its convergence, followed by Conclusions Section.

II. SIMULATION METHODS AND MODEL SYSTEMS

As in Figure 1, GCMD simulations are composed of equilibrium MD to sample configurations, NEMD to propose a trial move for particle exchange, and MC to decide whether or not the trial move is accepted, following the Metropolis acceptance rule. We have implemented a hybrid NEMD/MC (H4D) method\(^2\) in LAMMPS with a Python interface, which is efficient for particle exchange in dense fluids or electrolytes. The following section discusses details of a H4D method and systems to validate our implementation.

A. A hybrid 4D NEMD/MC scheme for exchange

In this section, we discuss a hybrid 4D NEMD/MC method, including the time evolution of NEMD, and a Metropolis scheme that determines whether a trial exchange move is accepted or rejected.

Constant-velocity altitude protocol in 4D NEMD. The essence of H4D is to utilize the fourth dimension, called "vertical" dimension, to facilitate particle exchange, which is orthogonal to all other physical dimensions. That is, a set of particles are inserted or removed through the "vertical" axis.
The key parameters of H4D include the maximum altitude \(w_{\text{max}}\) and vertical velocity \(v_f(t)\), both of which are crucial to determine the efficiency of particle exchange. Both parameters also determine the time-dependent altitude, \(w(t)\), of a so-called flying particle to exchange, which is changed in a controlled manner during NEMD. We note that all other particles except flying ones are forced to remain in 3D, i.e., \(w(t) = 0\) at all \(t\). There are several ways to define \(w(t)\). In this work, we use a constant-velocity \(w(t)\), following Ref 2 (See Section S7 of SI for other possible altitude schedules).

\[
w(t) = v_f \cdot (t - t_i) + w_{\text{max}},
\]

where \(t \in [t_i, t_f]\), and \(v_f\) is a constant velocity of the altitude whose sign depends on whether a trial move is for addition or for removal. The altitude should satisfy the following boundary conditions. For a trial insertion move, \(w(t_i) = w_{\text{max}}\) and \(w(t_f) = 0\), while for a trial removal move, \(w(t_i) = 0\) and \(w(t_f) = w_{\text{max}}\). By doing so, the insertion and removal moves have a symmetric pre-determined altitude schedule to satisfy the detailed balance condition. In the case of the exchange of multiple particles, their altitude does not need to be the same as long as their altitude schedule is controlled and reversible (See Section S7 of SI). However, one needs to take special care when using altitude-dependent bias techniques discussed in Section II B.

**Time evolution of NEMD.** As in other hybrid methods\(^2,18,35\), we chose a deterministic integrator in the NVE ensemble with no heat exchange with the reservoir, which is time-reversible, and volume-preserving\(^18\). Then, a trial transition proposed by H4D from one state to other via a Hamiltonian is solely determined by the preparation of all momenta. The prepared random momenta of flying particles should follow the Maxwell-Boltzmann distribution, satisfying the equipartition theorem; i.e., \(\langle v^2 \rangle = k_BT/m\) for a linear momentum along \(x\) axis of a single particle of mass \(m\). For the systems with rigid molecules such as SPC/E water, particular care must be taken in two ways: the proper sampling of random initial velocities and the time-reversible evolution. First, we draw random initial velocities of flying rigid water that faithfully obeys the equipartition theorem. This is achieved by initializing the orientation and momentum of flying water molecules, following the procedure in Ref 36: the random velocities of the flying water are drawn in the molecular frame, and transformed to the laboratory frame. Second, we use a quaternion-based propagator\(^27\), which is symplectic and reversible, for all rigid water molecules, including a flying one. We note that the NEMD could be performed in the NVT ensemble as well, with exchange of heat with a reservoir\(^12,20\). However, Ref. 2 found no improvement in the acceptance probability.

Since we evolve the systems in the equilibrium phase using MD as well (Fig. 1), the momentum reversal scheme for the detailed balance should be considered\(^20,24\). We chose a method of symmetric two-end momentum reversal\(^20\) for a fast decorrelation, instead of a one-end reversal scheme\(^24\), so the momenta of all particles will be reversed by a chance of one-half on average at both ends of NEMD for every trial move.

**Metropolis scheme of the acceptance rule.** As in other hybrid methods\(^2,18,35\), the Metropolis acceptance probability, \(f_{i \rightarrow j}\), of H4D includes an additional factor that is related to the time evolution of a system, i.e., the transition from a state \(i\) to the other state \(j\) during MD. For a deterministic propagator during NEMD, this factor is solely determined by the way to prepare all momenta of the system, including “flying” particles. In a conventional hybrid MC\(^18\) with constant number of particles, the probability density to generate state \(j\) from state \(i\) is \(\alpha(i \rightarrow j) \propto \exp(-\beta \sum_{n} p_{n}^2 / 2m_n) = \exp(-\beta K_i)\), where \(n\) is a particle index, and \(p_n\) and \(m_n\) are the momentum vector and mass of \(n\)th particle, respectively. \(K_i\) is the kinetic energy of state \(i\).

Here, we present the Metropolis acceptance probability for exchange of an ion pair, which can be easily translated to the one for exchange of single flying particle (e.g., water molecules). For a trial ion-pair deletion move \((i, N_{salt} + 1 \rightarrow j, N_{salt})\),

\[
\alpha(i, N_{salt} + 1 \rightarrow j, N_{salt}) = \left( \frac{1}{N_{salt} + 1} \right)^2 \exp(-\beta K_i) / \mathcal{N}_k,
\]

and, for a trial ion-pair addition of the ion pair \((j, N_{salt} \rightarrow i, N_{salt} + 1)\),

\[
\alpha(j, N_{salt} \rightarrow i, N_{salt} + 1) = \left( \frac{1}{V} \right)^2 \exp(-\beta K_j) / \mathcal{N}_k,
\]

where \(\mathcal{N}_k\) is the normalization constant for the kinetic term, a function of temperature and the total number of particles in the system, including a flying ion pair. Thus, \(\mathcal{N}_k\) is identical in both \(i\) and \(j\) states in exchange of an ion pair at the same temperature. All momenta here are in 3D and no momenta need to be assigned in the “vertical” direction, along which an external force will determine the vertical velocity of flying ions, and will remain the others in 3D at zero altitude. With
the enforced detailed balance condition between states \(i\) and \(j\), the Metropolis acceptance probability for trial insertions, \(f_{ins}\), is:

\[
f_{ins} = \min \left[ 1, \frac{\text{acc}(j, N_{salt} \rightarrow i, N_{salt} + 1)}{\text{acc}(i, N_{salt} + 1 \rightarrow j, N_{salt})} \right],
\]

(5)

where

\[
\begin{align*}
\text{acc}(j, N_{salt} \rightarrow i, N_{salt} + 1) \\
\text{acc}(i, N_{salt} + 1 \rightarrow j, N_{salt}) \\
= \exp(-\beta \Delta H_{N_{salt} \rightarrow N_{salt} + 1}) \left( \frac{V}{\Lambda_3^2} \right)^2 \\
\exp(\beta \mu_{salt}) = \exp(\beta \Delta M + \beta \mu_{salt}),
\end{align*}
\]

(6)

where \(\Delta M\) is the nonequilibrium work for the trial insertion, \(\Delta H = \Delta U + \Delta K\) the total mechanical energy difference, \(\mu_{salt}\) the chemical potential, and \(\Lambda_3 = \sqrt{n_{water} n_{salt}}\) the geometrical mean of thermal de Broglie wavelengths of a salt pair. The first equality uses Equations 3 - 4, and the second equality is the definition of \(\Delta M\). Accordingly, the Metropolis acceptance probability for trial deletions, \(f_{des}\), is:

\[
f_{des} = \min \left[ 1, \frac{\text{acc}(i, N_{salt} + 1 \rightarrow j, N_{salt})}{\text{acc}(j, N_{salt} \rightarrow i, N_{salt} + 1)} \right],
\]

(7)

where

\[
\begin{align*}
\text{acc}(i, N_{salt} + 1 \rightarrow j, N_{salt}) \\
\text{acc}(j, N_{salt} \rightarrow i, N_{salt} + 1) \\
= \exp(-\beta \Delta H_{N_{salt} \rightarrow N_{salt} + 1}) \left( N_{salt} + 1 \right) \Lambda_3^3 V^2 \\
\exp(-\beta \mu_{salt}) = \exp(\beta \Delta M - \beta \mu_{salt}).
\end{align*}
\]

(8)

Here, the opposite sign of \(\Delta M\) for the trial deletion is due to the fact that \(\Delta M\) is defined for the trial insertion \(N_{salt} \rightarrow N_{salt} + 1\) as in Ref. 2. In this work, we set \(\Lambda_3 = \sqrt{n_{water} n_{salt}} = 1\) in unit length (e.g., \(\Lambda_3 = 1\) Å for aqueous solutions or \(\Lambda_3 = 1\) Å for Lennard-Jones electrolytes).

**Optimal choice of parameters for the maximal efficiency of H4D.** The efficiency of H4D for single exchange primarily depends on a choice of \(w_{max}\) and \(v_f\) (or \(t_f - t_i = |w_{max}/v_f| = \delta t \cdot N_f\)), both of which determines the time spent in NEMD, where \(\delta t\) is a timestep and \(N_f\) is the number of integration steps during NEMD (see Figure 1). Thus, there are three free parameters for the maximal efficiency. The optimal choice of the parameters, which is system-specific, should be found by maximizing \(E_f = P_{acc} \cdot N_f^{-1}\), i.e., achieving a trade-off between the acceptance rate and the number of energy or force evaluations, as in any hybrid methods. In practice, \(w_{max}\) is the size of a flying particle; too small \(w_{max}\) compared to the size of a flying particle may create too large initial overlap between a flying particle and other particles, and too big \(w_{max}\) may require too long simulation time in NEMD at a fixed \(v_f\). For a given \(w_{max}\) and \(\delta t\), the optimal \(v_f\) can be determined by comparing \(E_f\), an efficiency metric of H4D, at several \(N_f\) (thereby \(v_f\)). We also stress that \(\delta t\) plays a role in determining \(P_{acc}\), which in NEMD is not necessarily to be as short as in equilibrium MD (e.g., \(\delta t \approx 6\) fs was used in Ref 2). A big \(\delta t\) reduces \(N_f\) for the same \(v_f\), although it leads to a large fluctuation in \(\Delta H\) along particle exchange, thereby reducing \(P_{acc}\).

As is a general idea of hybrid methods, including H4D, increasing \(N_f\) (decreasing \(v_f\)) leads to enhanced \(P_{acc}\); \(P_{acc}\) eventually saturates to a particularly value (less than unity in practice) with a large \(N_f\). Thus, there is a maximum \(E_f\) at a particular \(v_f\) for the maximal efficiency of H4D. \(P_{acc}\) can be estimated using the nonequilibrium work distributions and the further discussion will be given in Section II E. We note that \(E_f\) is ill-defined for the conventional MC with \(N_f = 0\). In such a case, we compared \(E_f^\prime = P_{acc} / (N_{eq} + N_f)\), which takes into account a total simulation time of both equilibrium and nonequilibrium MD for single exchange. We used \(E_f^\prime\) when comparing the efficiency between H4D and the conventional MC, although \(E_f^\prime\) could be biased towards H4D. In the following Section, we discuss the bias techniques to obtain higher \(P_{acc}\), i.e., enhanced efficiency of H4D, at given the other H4D parameters.

**B. "Tricks" for higher \(P_{acc}\) in ion-pair exchange in electrolyte solutions.**

For electrolyte systems, the major bottleneck in H4D is the exchange of ion-pair due to the strong and long-range charge-dipole and charge-charge interactions in addition to short-range overlaps. For better efficiency (enhanced \(P_{acc}\)), we take advantage of the flexibility to design a protocol during NEMD, including a nonequilibrium (NE) potential energy surface, and some bias techniques.

In this section, we discuss details of the "tricks" to facilitate the exchange of an ion-pair, some of which are briefly introduced in Ref. 2. They include: (i) fixing 3D positions of a flying-ion pair (highly recommended), (ii) screening electrostatic interactions in both short- and long-range contributions (highly recommended), (iii) long cut-off distance for interactions (highly recommended), (iv) biasing distance between the two flying ions (necessary), and (v) restricting a 3D region where particles relax, centered around a flying particle (necessary for large systems). In addition, we implemented an early rejection scheme that is usually employed in GCMC simulations, which allows to avoid wasting simulation times for highly unfavorable initial configurations that are rare with the bias in the flying ion distances. The discussion about our early rejection scheme is given in the SI.

1. **Fixing 3D position of flying ions**

We fix the 3D position of flying ions for two reasons. Firstly, flying ions tend to aggregate due to strong Coulomb attraction when they are partly desolvated from bulk 3D electrolytes at non-zero altitude. Secondly, it is better to polarize the non-flying electrolytes in the same 3D region during NEMD, which is more likely to result in a favorable final configuration. Here, the other ions, that are already present in the
3D electrolyte, are free to move during NEMD, although in some cases, such a dilute electrolytes, a larger acceptance rate might be achieved with all the ions fixed in 3D space. We note that fixing 3D positions of non-flying ions could result in better efficiency, allowing for a higher v_f. The enhancement could be achieved only with a bias to choose initial positions of flying ions in order to avoid steric clashes with non-flying particles. In our implementation, however, no such a bias was included.

2. Screening short- and long-range contributions to 4D electrostatic interactions

During NEMD, we need to calculate the 4D Coulomb interaction potential, \( U_{\text{Coul}}(\vec{r}, w) \), which depends on the altitude, \( w \). Following the standard Ewald summation method\(^{38} \), we separate the short-range (sr) and long-range (lr) contributions of 4D Coulomb interactions, and introduce additional screening functions acting along the altitude:

\[
U_{\text{Coul}}(\vec{r}, w) = U_{\text{Coul,lr}}(\vec{r}, w) + U_{\text{Coul,lr}}(\vec{r}, w) \\
\approx U_{\text{Coul,lr}}(\vec{r}, w) \cdot g^{\text{sr}}(w) + U_{\text{Coul,lr}}(\vec{r}, w) \cdot g^{\text{lr}}(w).
\]

The approximation includes two altitude-dependent screening functions, apart from the standard Ewald screening. On the one hand, \( g^{\text{lr}}(w) \) is to approximate the exact non-analytical 4D long-range Coulomb contribution with the 3D counterpart \( U_{\text{Coul,lr}}^{3D}(\vec{r}) \). On the other hand, \( g^{\text{sr}}(w) \) is an arbitrary function to modify 4D short-range Coulomb contribution for enhanced acceptance rate, which does a duplicate action in a sense that \( U_{\text{Coul,lr}}(\vec{r}, w) \) is already "screened" by the standard Ewald screening. The modified 4D short-range part does not affect the Metropolis acceptance rule for ion-pair exchange as long as NEMD is evolved with a deterministic propagator and a time-dependent altitude protocol is predetermined.

The idea of the additional screening short-range Coulomb contribution along the altitude is similar to the potential scaling method\(^{39} \) or the replica-exchange with solute tempering\(^{33} \). \( g^{\text{sr}, \text{alt}} \) flattens only the forces associated with flying ions, and thereby acts "locally". The local flattening is expected to facilitate a barrier-crossing event along the associated degrees of freedom, e.g., ion-pair exchange in our case.

Among various choices, we chose an exponential function for both \( g^{\text{sr}, \text{lr}}(w) \) and \( g^{\text{sr}, \text{alt}}(w) \):

\[
g^{\text{sr}, \text{lr}}(w) = \exp(-\kappa_w^f w), \quad (10)
\]

and

\[
g^{\text{sr}, \text{alt}}(w) = \exp(-\kappa_w^f w) \cdot f_{ij}, \quad (11)
\]

where \( f_{ij} \) is unity only when one of \( i \) and \( j \) particles is a flying one, and zero otherwise. \( \kappa_w^f \) and \( \kappa_w^b \) are the screening parameters for the short- and long-range contributions along the vertical axis, respectively. Thus, the short-range screening function only acts on the Coulomb interactions between flying and non-flying one, while \( g^{\text{sr}, \text{lr}}(w) \) screens all the long-range contributions of Coulomb interactions uniformly. While it would in principle be possible to only screen the interactions involving the flying ions also for the long-range contribution, in practice our choice is easier to implement. We found that a screening function that uniformly screens the short-range Coulomb interactions is not beneficial in enhancing efficiency. In the case of the exchange of multiple particles with different time-dependent altitudes, we use an average altitude \( \langle \bar{w} \rangle \) among flying particles, i.e., \( g^{\text{sr}, \text{lr}}(\bar{w}) \), and \( g^{\text{sr}, \text{alt}}(\bar{w}) \). We also note that another choice of \( g^{\text{sr}, \text{lr}}(\bar{w}) \) could be a Gaussian function (as in Ref. 2 even though no explicit expression was given), which naturally appears in approximating the exact 4D Coulomb interactions.

We want to stress again that the choice of the screening functions does depend on the system of interest. For example, we found \( g^{\text{sr}, \text{lr}}(w) = 1 \) \((\kappa_w^f = 0)\) gives better results for LJ electrolytes. Another choice might be Wolf potential which needs no long-range contribution of Coulomb interactions. We found no benefits in the efficiency with the truncated and shifted Wolf potential for the example systems considered in this work.

3. Cut-off distance for the short-range part of 4D Coulomb interactions

In calculating the short-range part of Coulomb interactions both in 3D during equilibrium MD or 4D during NEMD, one sets a cut-off distance and in LAMMPS, the Ewald screening parameter is chosen for the particular cut-off distance so as to achieve a given relative error in forces (10\(^{-4} \) in this work). We found markedly enhanced efficiency in ion-pair exchange when increasing the cut-off distance for \( U_{\text{Coul,lr}}(\vec{r}, w) \) with given \( w \)-dependent screening parameters \((\kappa_w^f \) and \( \kappa_w^b) \). If one cuts \( U_{\text{Coul,lr}}(\vec{r}, w) \) at a short distance, the efficiency drops significantly even with other tricks discussed above. Thus, a long cut-off distance is preferred during NEMD. For example, for aqueous electrolytes, we use a cut-off of 14 Å is chosen during NEMD, instead of 9 Å during equilibrium MD. However, we did not explore the effect of the cut-off distance on the efficiency of H4D with a fixed Ewald screening parameter, as we try to minimize the changes in the LAMMPS source code. We also found that increasing the cut-off distance for LJ interactions is much less significant, and we used the same value for NEMD and equilibrium MD.

4. Biasing the distance between flying ions in favor of short ones

For an enhanced efficiency, we biased the distance between flying ions in favor of short distances as was briefly mentioned in the SI of Ref 2. According to the stillinger-lovett sum rules\(^{40,41} \), the charge neutrality applies even at short distances on the order of the Debye screening length. Thus, it
is unfavorable to investigate larger distances between flying cation and anion. Furthermore, a small dipole of a flying-ion pair to exchange could limit its perturbation to an electrolyte system. Since the 3D position of flying ions is fixed during NEMD, it is entirely determined by their initialization. In case of trial insertion, instead of randomly placing both flying ions, the choice of an initial position \( \vec{r}_a = (x_a, y_a, z_a) \) for the flying anion depends on a randomly chosen initial position \( \vec{r}_c = (x_c, y_c, z_c) \) of the flying cation. For simplicity, the same \( w_{\text{max}} \) is assumed for both flying ions in this discussion.

Bias for trial insertion and deletion must be chosen consistently to satisfy the detailed balance. In the case of a trial insertion, for the position of a flying anion, knowing that of a flying cation,

\[
B_{\text{ins}}(\vec{r}_a, \vec{r}_c) = B_{\text{ins}}(x_a | x_c) B_{\text{ins}}(y_a | y_c) B_{\text{ins}}(z_a | z_c) \cdot V, \tag{12}
\]

where \( V = L_x L_y L_z \) is the volume of the simulation box. Without such a bias, \( b_{\text{ins}} = 1/L_i \) for each direction \( i \in \{ x, y, z \} \), and thereby \( B_{\text{ins}} = 1 \). In the case of a trial deletion, choosing one of the \( N_{\text{salt}} + 1 \) anions, knowing \( \vec{r}_c \) of a flying cation,

\[
B_{\text{del}}(\vec{r}_a, \vec{r}_c) = \frac{B_{\text{ins}}(\vec{r}_a, \vec{r}_c)}{\sum_{n=1}^{N_{\text{salt}}+1} B_{\text{ins}}(\vec{r}_{a,n}, \vec{r}_c)} \cdot (N_{\text{salt}} + 1). \tag{13}
\]

In this case, we use the same functional form for the bias in both insertion and deletion trial moves, but one can use a different functional form for each bias. Again, \( b_{\text{ins}} = 1/L_i \) and \( B_{\text{del}} = 1 \) in the absence of such a bias.

There are several choices for such a biasing function (e.g., a Gaussian distribution with a 3D distance between flying ions). In this work, we chose a bimodal distribution function for \( b_{\text{ins}} \). This bimodal distribution helps to generate a pair of flying ions that are close to each other yet without high overlap.

\[
\int_{-L_i/2}^{L_i/2} b_{\text{ins}}(x_a | x_c) dx_a = 1.
\]

With the bias, the Metropolis acceptance rule should be modified accordingly, similar to the Rosenbluth factor in biased MC techniques\[^{38,42}\]. The acceptance probability for trial insertions \( (N_{\text{salt}} \rightarrow N_{\text{salt}} + 1) \) becomes:

\[
f_{\text{ins}}(\vec{r}_a, \vec{r}_c) = \min \left[ 1, \exp(-\beta \Delta H_{N_{\text{salt}} \rightarrow N_{\text{salt}} + 1}) \exp(\beta \mu_{\text{salt}}) \left( \frac{V}{A^3 N_{\text{salt}} + 1} \right)^2 \frac{B_{\text{ins}}(\vec{r}_a, \vec{r}_c)}{B_{\text{ins}}(\vec{r}_a, \vec{r}_c)} \right], \tag{15}
\]

while the acceptance probability for trial deletions \( (N_{\text{salt}} + 1 \rightarrow N_{\text{salt}}) \), which also depends on the the selection of trial positions of flying ions, becomes:

\[
f_{\text{del}}(\vec{r}_a, \vec{r}_c) = \min \left[ 1, \exp(-\beta \Delta H_{N_{\text{salt}} + 1 \rightarrow N_{\text{salt}}}) \exp(-\beta \mu_{\text{salt}}) \left( \frac{V}{A^3 N_{\text{salt}} + 1} \right)^2 \frac{B_{\text{ins}}(\vec{r}_a, \vec{r}_c)}{B_{\text{ins}}(\vec{r}_a, \vec{r}_c)} \right]. \tag{16}
\]

5. Restricting a 3D region to relax

The efficiency of a hybrid method, which employs global relaxation, is known to be lower with a bigger system size due to the larger fluctuations in the total energy\[^{38}\]. In principle, it can therefore be useful to consider an algorithm exploiting only a (quasi-)local relaxation, instead of a global one. One possibility for particle exchange is to restrict the relaxation to a 3D region centered around a flying particle, as suggested in Ref 2. In this case, another factor, \( f_{\text{sel}}(\text{"old"} \rightarrow \text{"new"}) \), should be taken into account for the Metropolis acceptance rule to maintain the detailed balance:

\[
f_{\text{sel}}(\text{"old"} \rightarrow \text{"new"}) = \frac{\prod_{i \in \mathcal{S}_{\text{sel}}} p_{\text{sel}}(r_{i, \text{new}})}{\prod_{i \in \mathcal{S}_{\text{sel}}} p_{\text{sel}}(r_{i, \text{old}})}, \tag{17}
\]

where \( \mathcal{S}_{\text{sel}} \) is an index set of particles in the region to relax, and \( p_{\text{sel}} \) is an activation function for the selection process to determine whether or not the \( i \)th particle at a distance \( r_i \) from the flying particle is allowed to relax. Here, "old" and "new" refer to a configuration before and after NEMD, including fly-
ing particles, respectively.

One example is a spherical region centered around a single flying particle. In this case, one can use a hyperbolic tangent function as an activation function, which depends only on the distance from the center of the region:

\[ p_{\text{sel}}(r) = \frac{1}{2} \left( 1 - \tanh \left( \frac{r - l_{\text{sel}}}{w_{\text{sel}}} \right) \right), \quad (18) \]

where \( l_{\text{sel}} \) determines the size of the spherical region, and \( w_{\text{sel}} \) determines the stiffness of the activation function at the boundary. Due to the reversibility, a soft boundary should be used with a non-zero \( w_{\text{sel}} \). Otherwise, a proposed trial move using H4D should be automatically rejected as soon as one of the non-flying particles enters into or leaves the selected region. Then, the index set should be \( \mathcal{I}_{\text{sel}} = \{ n | \xi \leq p_{\text{sel}}(r_{i,\text{old}}) \} \) with a random number, \( \xi \), drawn for each particle from a uniform interval between 0 and 1. This index set should be determined using an "old" configuration before NEMD.

We note that \( f_{\text{sel}} \) is usually less than unity, which means that it will reduce the acceptance rate. To minimize this downside, one can introduce an external force acting on the particles inside the relaxing region to keep them inside the region, but we did not consider this in the present work. In principle, this method should work for all systems, and benefit big systems by reducing the fluctuations in total energy as well as the number of particles to be considered in the propagation of the NEMD trajectory (the other ones, in majority, being fixed). However, we found that there is no additional benefit from this method for both electrolytes in this work, and will not discuss the results here.

### C. Implementation in LAMMPS

We implemented the H4D method described above in LAMMPS\textsuperscript{34}, an open-source molecular dynamics simulation package for a general purpose, allowing for massively parallel calculations. Grand-canonical Monte Carlo simulations and a hybrid method with constant particle number\textsuperscript{35} are already available in LAMMPS. And yet, a script for GCMD simulations in LAMMPS is not available to our knowledge, particularly with the advanced methods of Section II B.

Our implementation (See Data Availability), done with a LAMMPS version released on Oct. 27, 2021, includes several c++ files for NEMD and a python wrapper to control GC MD simulations. On one hand, the c++ files for NEMD include the time-dependent altitude schedule that determines a nonequilibrium potential energy surface (NE PES), as discussed above. They have only a few modifications on existing c++ files, such as a "pair_lj_cut_coul_long.cpp" file, including calculation of the 4D distance with the altitude between flying and non-flying particles, and NE PES with the screening of 4D electrostatics to both short- and long-range contributions as discussed above. Thus, a different c++ file is required to run simulations with a different NE PES. On the other hand, the Python wrapper does several jobs, including all the calculations related to the Monte Carlo step in particle exchange. Our implementation is flexible enough to apply to various systems, including confined electrolytes.

### D. Model electrolytes

The H4D method can be used for all systems that require the exchange of neutral or charged particles, such as Lennard-Jones (LJ) fluids, pure water, or electrolytes\textsuperscript{2}. In the present work, we illustrate the challenges related to ion-pair exchange that involves long-range Coulomb interactions in electrolytes. In this Section, we introduce the two model electrolytes considered and the computer simulation details.

#### 1. Lennard-Jones electrolytes

We first consider LJ electrolytes that consist of neutral LJ solvent particles and ion particles, all of which are of the same size and of same mass \((m)\textsuperscript{43}\). All the LJ interactions \(U_{\text{LJ}}\) were truncated and shifted at a cut-off distance \(r^*_c = r_c/\sigma = 2.5\).

\[
U_{\text{LJ}}(r) = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right] - \left( \frac{\sigma}{r_c} \right)^{12} + \left( \frac{\sigma}{r_c} \right)^{6}, \quad (19)
\]

assuming the same LJ energy \(\varepsilon\), and diameter \(\sigma\) for interactions between all types of particles. Here, the asterisk represents a quantity in reduced LJ unit. The Coulomb interaction \(U_{\text{C}}\) between LJ ions is:

\[
U_{\text{C}}(r) = \frac{1}{4\pi\varepsilon_0 \varepsilon_r} \frac{q_i q_j}{r} = \frac{\varepsilon_0}{\varepsilon_r} \frac{q_i^* q_j^*}{r^*}, \quad (20)
\]

where \(\varepsilon_0\) is the vacuum permittivity, and \(\varepsilon_r\) is the uniform background dielectric constant, either 1 or 0.2 for a high or low dielectric solvent. LJ ions carry either \(\sigma^*\) or \(-1\). As in Equation 9, \(U_{\text{C}}(r)\) is split into two contributions, following the standard Ewald summation technique: The short-range contribution is cut at \(r^* = 3.5\), and the long-range contribution is calculated using the particle-particle and particle-mesh (PPPM) method with the Ewald screening parameter chosen for a fixed cut-off distance in order to achieve a given relative error in forces \((10^{-4})\) in this work. Configuration sampling to calculate the chemical potentials was done in the \(N_{\text{solv}}-N_{\text{salt}} P^* T^*\) ensemble at \(P^* = \rho \sigma^3 / \varepsilon = 1\) and \(T^* = k_B T / \varepsilon = 1\), which corresponds to a liquid phase\textsuperscript{44}. \(N_{\text{solv}}\) was fixed to 5000, and \(N_{\text{salt}}\) varies according to the solution molality, unless otherwise noted.

During equilibrium MD, the equations of motion were integrated using the velocity Verlet integrator with a timestep \(\delta t^* = \delta t \sqrt{E(m \sigma^2)^{-1}} = 0.005\). The desired pressure \(P^* = 1\) and temperature \(T^* = 1\) were maintained using the Nosé-Hoover barostat and thermostat, with time constants of 1000 and 100 LJ units, respectively. In NEMD, the velocity Verlet integrator was also used but considering timesteps \(\delta t = 2\).
0.002, 0.005, 0.01, and 0.02. We found that \( \delta t^* = 0.02 \) during NEMD results in negligible acceptance rate of particle exchange due to large total energy fluctuations. In this work, the maximum altitude for H4D, \( w_{\text{max}}^{\text{H4D}} \), was set to unity for both solvent and ion-pair exchange in LJ electrolytes.

In regards to treating the 4D electrostatics during NEMD, we found two things in case of the LJ electrolytes. Firstly, as expected, the PPPM method is much faster than Ewald summation to calculate a long-range contribution of Coulomb interactions at high solution molarities with more than 10,000 ions. Secondly, approximating 4D PPPM to 3D PPPM \( \left( U_{\text{Coul},4D} \left( \{P\}, w \right) = U_{\text{Coul},3D} \left( \{P\} \right) \right) \) with \( \kappa_0^2 = 0 \); see Equation 9) with no non-zero altitude contribution to the long-range part considered) results in higher acceptance rate for both solvent and ion-pair exchange, while the short-range Coulomb contribution was calculated in 4D.

2. Aqueous NaCl electrolytes

As a more realistic system, we also investigated aqueous NaCl electrolytes. We chose a force field, combining the SPC/E water model\(^{35} \) with the Joung-Cheatham one for the ions\(^{36,47} \), which has been widely used to study salt solubilities and mean ion activity coefficients. All the LJ interactions were truncated and shifted at \( r = 9 \) Å. Coulomb interactions were cut at \( r = 9 \) Å, and its long-range contribution was calculated using PPPM with the Ewald screening parameter chosen for a fixed cut-off distance in order to achieve a given relative error in forces \( 10^{-4} \) in this work. The Lorentz-Berthelot mixing rule was applied for the cross-interaction parameters. Configuration sampling to calculate the chemical potentials was done in \( N_{\text{water}}N_{\text{NaCl}}pT \) ensemble at \( p = 1 \) atm and \( T = 298.15 \) K for a wide range of solution molarity from dilute to concentrated regimes, unless otherwise noted. \( N_{\text{water}} \) was fixed to 500, and \( N_{\text{NaCl}} \) varied according to the solution molality.

During equilibrium MD, the equations of motion were integrated using the velocity Verlet integrator with a timestep \( \delta t = 2 \) fs, and the SHAKE algorithm\(^{48} \) was used to treat water molecules as rigid. The desired pressure \( p = 1 \) atm and temperature \( T = 298.15 \) K were maintained using the Nosé-Hoover barostat and thermostat, with time constants of 1000 fs and 100 fs, respectively. In NEMD, the velocity Verlet integrator was used only for ions, but a quaternion-based integrator\(^{37} \) was used for rigid water molecules instead of SHAKE. A timestep of \( \delta t = 4 \) fs was used in NEMD. Unlike in Ref 2, we did not consider identical masses for the O and H atoms in water molecules for the NEMD step. In this work, \( w_{\text{max}} \) was set to be 3 Å for both water and ion-pair exchange in aqueous electrolytes, as suggested in Ref 2.

E. Estimating \( P_{\text{acc}} \) from the nonequilibrium work distributions

Following Equations 6 and 8, \( P_{\text{acc}} \) can be estimated using the nonequilibrium work distributions:

\[
P_{\text{acc}} = \begin{cases} 
\min\{1, \exp(-\beta \Delta M + \beta \mu)\} & \text{for trial insertion moves} \\
\min\{1, \exp(\beta \Delta M - \beta \mu)\} & \text{for trial deletion moves} 
\end{cases}
\]

\[
P_{\text{acc}} = \begin{cases} 
\int_{w_{\text{acc}}}^{w_{\text{max}}} \rho_{\text{ins}}(\Delta M) \exp(-\beta \Delta M + \beta \mu) d\Delta M & \text{for trial insertion moves} \\
\int_{w_{\text{acc}}}^{w_{\text{max}}} \rho_{\text{del}}(\Delta M) \exp(\beta \Delta M - \beta \mu) d\Delta M & \text{for trial deletion moves} 
\end{cases}
\]

(21)

Here, \( R_{\text{ins}}^{\text{H4D}} = \int_{w_{\text{acc}}}^{w_{\text{max}}} \rho_{\text{ins}}(\Delta M) d\Delta M \) and \( R_{\text{del},\text{H4D}} = \int_{w_{\text{acc}}}^{w_{\text{max}}} \rho_{\text{del}}(\Delta M) d\Delta M \). \( \langle \cdots \rangle \) is the ensemble average at fixed particle numbers of both solvent and salt, so no trial moves must be accepted in sampling \( \rho_{\text{ins}}(\Delta M) \) and \( \rho_{\text{del}}(\Delta M) \). In the H4D, both the distributions get closer to each other with smaller variances with a slower \( v_f \) (a larger \( N_f \)), resulting in a higher \( P_{\text{acc}} \). Once the work distributions are Gaussian (with sufficiently small \( \delta t^* \) and \( v_f \) ), \( P_{\text{acc}} \) can be estimated analytically with the well-known equation\(^{18} \): \( P_{\text{acc}} = \text{erfc}(0.5 \sqrt{\beta \Delta H}) \), where \( \text{erfc}(\cdot) \) is a complementary error function. However, in general, the work distributions are not Gaussian; for example, at a fast \( v_f \) the distribution for trial insertions usually exhibits a fat tail due to an unfavorable trial exchange. Further, the biased distances (Section II B 4) between flying ions could result in highly non-Gaussian work distributions, as will be discussed in the Result Section. In this work, the non-Gaussianity was quantified as follows:

\[
\alpha^2 = 1 - \frac{1}{3} \left\langle (\beta \delta M)^4 \right\rangle - 1.
\]

(22)

A positive (negative) \( \alpha^2 \) means a broader (narrower) distribution than the estimated Gaussian with the mean and variance. Furthermore, similarly to the Widom method\(^{49} \), chemical potentials can be computed using the nonequilibrium work distributions in H4D via Crooks’ fluctuation theorem\(^{50} \), as is discussed in Section S2 of the SI.

III. RESULTS AND DISCUSSION

In this section, we discuss the results obtained using the H4D method for the LJ and aqueous NaCl electrolytes, includ-
ing the calculation of chemical potentials, and GCMD simulations.

A. LJ electrolytes

1. Chemical potential calculation using work distributions

<table>
<thead>
<tr>
<th>r</th>
<th>Species</th>
<th>(N_f)</th>
<th>(\delta t^*)</th>
<th>(\nu_f^*)</th>
<th>(\beta^<em>\mu^</em>)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>Solvent</td>
<td>500</td>
<td>0.01 0.2</td>
<td>-1.754 (±0.007)</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>Salt pair</td>
<td>1000</td>
<td>0.01 0.1</td>
<td>-14.81 (±0.01)</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>Solvent</td>
<td>1000</td>
<td>0.01 0.1</td>
<td>-2.12 (±0.01)</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>Salt pair</td>
<td>2000</td>
<td>0.01 0.05</td>
<td>-11.78 (±0.01)</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I.** Parameters used in sampling of the nonequilibrium work distributions in Figure 2, and computed chemical potentials \(\mu^*\) of the solvent and the salt pair at two number ratios between the numbers of ion pairs and solvent particles (\(r = N_{salt}/N_{solv}\)). In all cases, \(N_{eq} = 1000\) and \(w_f^\text{max} = 1\).

Figure 2 displays the nonequilibrium work distributions of trial (but never accepted) insertions and deletions using H4D of either a solvent or a salt pair in dilute and concentrated LJ electrolytes (\(r = N_{salt}/N_{solv} = 0.02\), and 0.4, respectively) as described in Section II D. The trial exchanges were performed in the \(N_{solv}N_{salt}pT\) ensemble at a particular vertical velocity (\(\nu_f^*\)), and none of them were accepted after calculating the work distributions. For each species, the work distributions \(P_{ins}\) and \(P_{del}\), as shown in Figure 2, helps to reduce the numerical error in estimating \(\mu^*\) (we note that the chemical potentials were computed without fluctuations in composition so they may suffer from the finite-size effects\(^{31}\)). To do so, the slow enough \(\nu_f^*\) was chosen, and a bimodal biasing function (Eq. 14) was introduced. The bias effect and the skewed work distributions will be discussed in detail in Section III B 2 in the case of NaCl-pair exchange in aqueous electrolytes. No excluded volume for the early rejection (Section S5) was considered in calculating the work distributions.

In general, both solvent and salt-pair exchanges appeared to be relatively facile in the LJ electrolytes than in the aqueous electrolytes, requiring smaller \(N_f\) in NEMD. That is because our model LJ solvents carry no dipole; instead, a background static dielectric constant was introduced. In other words, there are no dipole-dipole or dipole-charge interactions, although charge-charge interactions are present. Thus, there is no frequency-dependent solvent dielectric polarization that could slowly relax toward equilibrium during NEMD.

The solvent and salt pair’s chemical potentials in a binary solution are not independent. In our model LJ electrolytes, the calculated chemical potentials were found to satisfy the Gibbs-Duhem relationship, exhibiting thermodynamic consistency (See Section S3 in SI).

2. Grand-canonical MD simulations

With the calculated chemical potential, GC MD simulations were employed with H4D. There are three different ensembles to describe bulk binary electrolytes in open environment: \(\mu_{solv}, N_{salt}pT^\ast, N_{solv}\mu_{salt}pT^\ast\), and \(\mu_{solv}, N_{salt}pVT^\ast\) ensembles; the choice of the ensemble depends on applications of interest, or the sampling efficiency. Figure 3 shows the number fluctuations of salt pairs in the LJ electrolytes during GCMD simulations (\(N_{solv}, \mu_{salt}pT^\ast\) ensemble) using the calculated chemical potential at each composition as in Figure 2. In each run in Figure 3a, the number of salt pairs fluctuates around its average, exhibiting excellent convergence: \(\langle N_{salt} \rangle = 100.0 \pm 0.7\) and \(\sqrt{(\langle \delta N_{salt} \rangle)^2} = 9.7 \pm 0.5\) at \(r = 0.02\). This value is very close to the ideal-gas estimate \(\sqrt{(\langle N_{salt} \rangle)} = 10\) (see Section S4), which is a reasonable approximation for very dilute electrolytes. In addition, starting from configurations with \(N_{salt}\) differing from the average by several standard deviations, one observes the convergence to the expected average (See Fig. S6 in Section S9). Fig. 3c shows that the system considered for the concentrated LJ electrolyte (\(r = 0.4\)), with \(\langle N_{salt} \rangle = 2000\), displays a slower sampling of the equilibrium distribution, due to the larger standard deviation in that case (see Section S4).

We found the H4D can achieve the several orders of magnitude enhancement in the efficiency of GCMD in the LJ electrolytes: \(P_{acc} = 0.13\) using the H4D with \(\nu_f^* = 0.1\), while \(P_{acc} = 1.7 \cdot 10^{-6}\) using the conventional MC (\(\nu_f^* = \infty\)), resulting in the about \(3 \cdot 10^4\) times enhanced \(E_f = P_{acc}/(N_{eq} + N_f)\). The efficiency of the H4D, as expected, depends on the salt concentration: \(P_{acc} = 0.13\) at \(r = 0.02\) with \(\nu_f^* = 0.1\), and \(P_{acc} = 0.15\) at \(r = 0.4\) with \(\nu_f^* = 0.05\). That is, the salt-pair exchange is twice efficient at \(r = 0.02\) than \(0.4\). As also expected, the salt-pair exchange was found less efficient than the solvent exchange; at both concentrations, solvent exchange in the \(\mu_{solv}N_{salt}pT^\ast\) ensemble is about five-fold efficient than salt-pair exchange with \(\sim 2.5\) times higher \(P_{acc}\) and twice faster \(\nu_f^*\).

We also found the effect of \(\delta t^*\) on the efficiency of the H4D at a given \(N_f\). In the case of solvent exchange, despite the monotonic decrease in \(\nu_f^*\) with increasing \(\delta t^*\) (0.002, 0.005, 0.01, and 0.02) at a fixed \(N_f = 1000\), \(\delta t^* = 0.005\) appears to achieve the highest \(P_{acc}\). and thereby \(E_f\). This indicates that too large \(\delta t^*\) leads to dramatic time-discretizing error, significantly decreasing \(P_{acc}; P_{acc} \leq 0.001\) with \(\delta t^* = 0.02\).

B. Aqueous NaCl electrolytes

We now turn to the results of optimal parameter search via \(P_{acc}\) estimation and GCMD simulations for aqueous NaCl electrolytes. The optimal parameter search for the aqueous electrolytes is much crucial as their \(P_{acc}\) is much lower than the one for the LJ electrolytes, even with a bigger \(N_f\) for both water and NaCl-pair exchanges. As in the LJ electrolytes, the optimal parameters of NEMD should depend on the solution molality, which further complicates the parameter optimization. NaCl-pair exchange, the most time-consuming step, was
FIG. 2. Nonequilibrium work distributions of solvent (a,c) and salt-pair (b,d) exchange in dilute (left column) and concentrated (right column) LJ electrolytes ($\varepsilon_s = 0.2$) for fixed number ratios between the numbers of ion pairs and solvent particles: $r = N_{\text{salt}}/N_{\text{solv}}$. Blue is for trial deletions and red for trial insertions. Black vertical lines represent the calculated chemical potential ($\beta \mu^*_{\text{salt}}$). A bimodal biasing function (Eq. 14) was used for the salt-pair exchange with the parameters of $\alpha^*_b = 5$ and $x^*_b = 0.8$. See Table I for the parameters used.

FIG. 3. Salt-pair number fluctuations (a, c) and its distribution (b) in model LJ electrolytes at the same two molar ratios $r$ in Figure 2 during GCMD simulations. Different colors represent different independent MD runs. Simulations were performed in the $N_{\text{solv}},\mu_{\text{salt}}^*P^*T^*$ ensemble using chemical potentials determined in Section III A 1 with $N_{\text{solv}} = 5000$. The black horizontal lines in both panels indicate the number of salt pairs in calculating $\beta \mu^*_{\text{salt}}$ (Table I). A bimodal biasing function is applied with $\alpha^*_b = 5$ and $x^*_b = 0.8$ (Equation 14). A small excluded volume is also applied: $V^*_{\text{ex}} = 0.027$ for early rejection (Section S5). Dotted lines in panel b represent Gaussian distributions from each MD run in panel a with the measured average and variance.

Water exchange

Effect of the vertical velocity. Water exchange needs particular care in preparing the initial moment for trial insertions and an integrator as described in Section II. We found no statistical differences in the nonequilibrium work distributions sampled with either a quaternion-based integrator or SHAKE during NEMD, and all the results here were obtained with the former. In this section, we discuss the effect of $v_f$ on $P_{\text{acc}}$ of water exchange in aqueous solutions at two different molalities with $N_{\text{water}} = 500$ and $N_{\text{salt}} = 4$ and 36 for molalities of 0.44 and 4 m, respectively.

Figure 4 displays the nonequilibrium work distributions for water exchange at different vertical velocities ($v_f \approx 0.47 - 7.5 \text{ Å/ps}$) corresponding to different $N_f$ at two solution molalities. At each molality, the distributions on the left (right) are for the water deletion (insertion) trial moves. As is expected, the work distributions exhibit two features. Firstly, at all $v_f$’s, the distributions of trial insertions and deletions intersect for $\Delta M = \mu_{\text{water}}$, confirming that the calculated chemical potential of water ($\mu_{\text{water}}$) is independent of $v_f$, as it should. The resulting values ($\beta \mu_{\text{water}} = -15.39 \pm 0.03$ and $-15.51 \pm 0.05$ for molalities of 0.44 and 4, respectively, with $N_f = 800$) are in good agreement with those reported in Ref. 47 using the method of thermodynamic integration for the same systems.

found to require about 40 ps long NEMD with $\delta t = 4$ fs to reach $\sim 1\%$ acceptance rate at 1 m NaCl concentration, with all the bias techniques.

1. Water exchange
Ion-pair exchange needs additional considerations (Section II B), as well as about an order of magnitude longer NEMD than water exchange, including a carefully designed NE potential energy surface and bias techniques. This section discusses the effects of screening Coulomb interactions, bias functions, and vertical velocity on the efficiency of NaCl-pair exchange in aqueous electrolytes.

**Effect of screening 4D Coulomb interaction and biasing functions.** Figure 5 reveals the significant effects of screening 4D Coulomb interactions and the biased distance between flying ions on the nonequilibrium work distributions. All the distributions for the NaCl-pair exchanges were calculated at fixed \( v_f = 0.075 \text{Å/ps} \). Figure 5a clearly shows that without any bias (\( B^{\text{ins}} = B^{\text{del}} = 1 \)) screening both short- and long-range contributions of 4D coulomb interactions significantly increases \( P_{\text{acc}} \) (Table 5), resulting in the work distributions that more overlap between trial insertions and deletions; \( P_{\text{acc}} \) increases about five orders of magnitude at most. Without such a screening in 4D electrostatic interactions, the NaCl-pair exchange is barely accepted with negligible \( P_{\text{acc}} \). In principle, we expect \( P_{\text{acc}} \) to be identical for insertion and deletion with equal numbers of trial moves. However, in practice it is estimated using Eq. 21 with the pre-determined \( \beta \mu_{\text{salt}} \) without accepting any trial moves (i.e., at a fixed composition), which may result in numerical errors leading to different values of \( P_{\text{acc}} \) for insertion and deletion. Furthermore, we find that increasing the cut-off distance of 4D Coulomb interactions from 9 to 14 Å improves the sampling. A longer cut-off (14 Å) results in about 2-3 orders magnitude higher \( P_{\text{acc}} \) than a shorter one (9 Å). This underlies the importance of the long-range nature of Coulomb interactions in ionic solutions. The optimal choice of the screening parameters (\( \kappa_w^f \) and \( \kappa_w^r \)) should be system-specific and depend on the salinity. We find that for the short-range part of 4D Coulomb interactions, screening only the interactions between flying and non-flying particles is more efficient than screening all interactions (not shown here).

Figure 5b shows that no significant additional improvement is obtained by introducing a bimodal biasing function (Eq. 14) in addition to a proper screening of 4D Coulomb interactions. Two parameters, namely the sharpness (\( \alpha_b \)) and mean ion separation (\( x_b \)), enters in the bias to control the separation distance between flying Na\(^+\) and Cl\(^-\) ions. Two particular cases were investigated: one biasing function is to sample only NaCl-pairs quite close to each other (\( x_b = 2 \text{ Å} \), and \( \alpha_b = 1 \text{ Å}^{-2} \)), and the other is in various interionic distances (\( x_b = 4 \text{ Å} \), and \( \alpha_b = 0.1 \text{ Å}^{-2} \)). In both cases, both short- and long-range contributions of 4D Coulomb interactions were screened (\( \kappa_w^f = \kappa_w^r = 1 \text{ Å}^{-1} \)). The work distributions with the narrow biasing function (\( x_b = 2 \text{ Å} \), and \( \alpha_b = 1 \text{ Å}^{-2} \)) are highly asymmetric: negatively skewed for trial NaCl-pair deletion.
FIG. 5. Nonequilibrium work distributions for NaCl-pair exchange (a) with different 4D Coulomb interaction potentials, or (b) with different bimodal biasing functions in aqueous NaCl electrolytes at 1 m concentration. The vertical black lines in both panels indicate $\beta \mu_{\text{NaCl}} = 313.4$, calculated using the H4D method.

$k_{\text{lrw}}^c$ and $k_{\text{srw}}^c$ are screening parameters for 4D Coulomb interactions (Eqs 10 and 11). In panel b, a bimodal biasing function (Eq. 14) was used for the salt-pair exchange with variable $\alpha_b^c$ and $x_b^c$, while no bias was applied in panel a. Other parameters for the trial insertion and deletion moves are the same: $\delta t = 4$ fs, $w_{\text{max}} = 3$ Å, $N_{eq} = 2,000$, and $N_f = 10,000 \times v_f = 0.075$ Å/ps). The cut-off distance is 14 Å for both LJ and Coulomb interactions during NEMD, except for the grey dotted lines on the top panel (9 Å for both interactions). The calculated $P_{\text{acc}}$ are given in Tables II and III.

### TABLE II. Estimated acceptance rate $P_{\text{acc}}$ (Equation 21) for NaCl-pair exchange in aqueous NaCl electrolytes at 1 m concentration using the work distributions in Figure 5a. $r_{\text{cut}}$ is a cut-off distance for Coulomb interactions. No bias was applied ($B_{\text{ins}} = B_{\text{del}} = 1$).

<table>
<thead>
<tr>
<th>Trial move</th>
<th>$(k_{\text{lrw}}^c, k_{\text{srw}}^c, r_{\text{cut}})$</th>
<th>$10^2 P_{\text{acc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>insertion</td>
<td>(1, 1, 14)</td>
<td>1.2</td>
</tr>
<tr>
<td>deletion</td>
<td>(1, 1, 14)</td>
<td>1.8</td>
</tr>
<tr>
<td>insertion</td>
<td>(1, 0, 14)</td>
<td>$4 \times 10^{-2}$</td>
</tr>
<tr>
<td>deletion</td>
<td>(1, 0, 14)</td>
<td>$6.9 \times 10^{-3}$</td>
</tr>
<tr>
<td>insertion</td>
<td>(0, 1, 14)</td>
<td>$2.3 \times 10^{-5}$</td>
</tr>
<tr>
<td>deletion</td>
<td>(0, 1, 14)</td>
<td>$3.1 \times 10^{-5}$</td>
</tr>
<tr>
<td>insertion</td>
<td>(1, 1, 9)</td>
<td>$1.2 \times 10^{-2}$</td>
</tr>
<tr>
<td>deletion</td>
<td>(1, 1, 9)</td>
<td>$5 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

### TABLE III. Estimated acceptance rate $P_{\text{acc}}$ (Equation 21) for NaCl-pair exchange in aqueous NaCl electrolytes at 1 m concentration using the work distributions in Figure 5b. $k_{\text{lrw}}^c = k_{\text{srw}}^c = -1$ Å$^{-1}$. $\beta \Delta M \in [-500, 500]$ and $\beta \mu_{\text{salt}} = -313.4$ were used in calculating $P_{\text{acc}}$.

<table>
<thead>
<tr>
<th>Trial move</th>
<th>$(x_b, \alpha_b)$</th>
<th>$10^2 P_{\text{acc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>insertion</td>
<td>(2, 1)</td>
<td>0.37</td>
</tr>
<tr>
<td>deletion</td>
<td>(2, 1)</td>
<td>0.51</td>
</tr>
<tr>
<td>insertion</td>
<td>(4, 0.1)</td>
<td>1.5</td>
</tr>
<tr>
<td>deletion</td>
<td>(4, 0.1)</td>
<td>1.3</td>
</tr>
</tbody>
</table>

and positively skewed for trial NaCl-pair insertion. On one hand, the positive tail for the trial insertions comes from ion pairs with significant overlap. In such a case, the early rejection scheme (Section S5) can help not to waste simulation time by eliminating such highly unfavorable initial configurations before NEMD. On the other hand, the negative tail for the trial deletions comes from the factor $B_{\text{del}}$ (Equation 16), significantly deviating from unity; a flying NaCl-pair should be selected from (quasi-)equilibrium configurations in which almost all the ions are away from each other more than 4 Å. Even though the narrow biasing function ($x_b = 2$ Å, and
TABLE IV. Acceptance probability (Pacc) and efficiency (Ef) of NaCl-pair exchange at different vertical velocities in aqueous NaCl electrolytes at 1 m concentration. Pacc in this table was calculated using the distributions for trial NaCl-pair insertions in Figure 6, while pacc was obtained from GCMD in the NwatenvNaClpT ensemble. \( \beta_{NaCl} = -313.4 \) and \( \beta_{NaCl}M \in [-500, 500] \) were used in calculating Pacc. The efficiency parameter Ef was calculated using \( p_{acc} \): \( E_f = \frac{p_{acc}^2}{N_f} \). Other parameters are given in the caption of Figure 6.

\[
\begin{array}{cccc}
10^{-3}N_f & 10^2P_{acc} & 10^2p_{acc} & 10^9E_f \\
2 & 0.013 & 0.02 & 0.1 \\
5 & 0.38 & 0.26 (±0.06) & 0.52 \\
10 & 1.5 & 1.2 (±0.1) & 1.3 \\
20 & 2.7 & 2.8 (±0.1) & 1.4 \\
40 & 4.8 & 4.7 (±0.3) & 1.18 \\
\end{array}
\]

\( \alpha_0 = 1 \text{ Å}^{-2} \) deteriorates the sampling with a proper screening of both short- and long-range 4D Coulomb interactions, we found that the narrow biasing function is beneficial in the case of only screening short-range 4D Coulomb interactions (not shown here). Further discussion regarding the effect of biasing functions is given in Section S6 of the SI.

\[
\begin{align*}
\delta t = 4 \text{ fs}, \ w_{\text{max}} = 3 \text{ Å}, \ \alpha_0 = 0.1 \text{ Å}^{-2}, \ \kappa_0 = 4 \text{ Å}, \ \text{and} \ \kappa_0^b = 1 \text{ Å}^{-1}.
\end{align*}
\]

Effect of the vertical velocity. Figure 6 shows the effect of the vertical velocity on the nonequilibrium work distributions of NaCl-pair exchange at various vertical velocities (\( v_f = 0.01875 - 0.375 \text{ Å/ps} \)) at 1 m NaCl concentration. All the distributions were obtained with the same bimodal biasing function (\( \alpha_0 = 0.1 \text{ Å}^{-2} \) and \( \kappa_0 = 4 \text{ Å} \)) and the same screened 4D electrostatic interactions (\( \kappa_0^b = \kappa_0^b = 1 \text{ Å}^{-1} \)). It is evident that NaCl-pair exchange is computationally more demanding than water exchange, as it requires about an order of magnitude longer NEMD for each trial exchange move. Although all the distributions are nearly Gaussian except for the long tail for trial insertions, they are much broader than the ones for the water exchange (Figure 4), decreasing \( P_{acc} \). As expected, the decreasing \( v_f \) monotonically increases \( P_{acc} \) (Table IV) up to 0.05 in the range of \( v_f \) studied, with narrower distributions and a mean closer to \( N_{NaCl} \). However, \( E_f \) reaches its maximum around \( v_f = 0.0375 \text{ Å/ps} \) (\( N_f = 20,000 \)). With all the techniques discussed above (Method section II B), we achieve an acceptance rate of \( \sim 3\% \) for NaCl-pair exchange in 1 m aqueous NaCl electrolytes at the maximum efficiency.

Grand-canonical MD simulations. Figure 7 shows the fluctuations of the number of NaCl pairs during GCMD simulations with H4D at \( v_f = 0.075 \text{ Å/ps} \) in the NaCl:pT ensemble. In all cases, \( N_{\text{water}} \) was fixed to 500, and \( \beta_{NaCl} \) was fixed to \(-313.4\), which was computed in the NaCl:pT ensemble using the H4D method with \( N_{\text{water}} = 500 \) and \( N_{NaCl} = 9 \), and little different from the value (-314.5) reported in Ref 47 using the thermodynamic integration method. (See Section S1 in SI for the details of the conversion of chemical potentials). In all four independent runs, \( N_{NaCl} \) oscillates around and converges to the similar value used in calculating \( \beta_{NaCl} \), exhibiting \( \langle N_{NaCl} \rangle_{GC} = 10.0 \pm 0.4 \), and \( \sqrt{\langle (\delta N_{NaCl})^2 \rangle_{GC}} = 2.0 \pm 0.3 \). In addition, starting from configurations with \( N_{NaCl} \), the difference from the average by several standard deviations, on observes the convergence to the expected average (See Fig. S7 in Section S9). We note that the statistical error in the computed \( \beta_{NaCl} \), with no finite-size correction, in the NaCl:pT ensemble may lead to the small deviation of \( \langle N_{NaCl} \rangle_{GC} \) from \( N_{NaCl} = 9 \); we found that the statistical error in \( N_{NaCl} \) estimated by back-propagation of the statistical error (0.3) in \( \beta_{NaCl} \), is 1.2 with the computed \( \langle (\delta N_{NaCl})^2 \rangle_{GC} \). The GCMD simulations achieve the acceptance rate of \( \sim 1\% \) at \( v_f = 0.075 \text{ Å/ps} \).

The Kirkwood-Buff theory\(^6,^7\) allows for calculating the osmotic compressibility (Equation 1) from salt-density fluctuations using ion-ion structure factors. In this procedure, no finite-size corrections are needed for the ion-ion structure factors computed in the NaCl:pT ensemble, while they are essential in the NaCl:pT ensemble\(^5\). We found all three ion-ion structure factors converge to the same value \( \chi_{\text{osmotic}} = 0.48 \pm 0.05 \) close to the value 0.5 expected from the Debye-Hückel theory\(^7\) that reduces to the ideal gas prediction for sufficiently dilute electrolytes (See Section S8 of the SI). Furthermore, Equation 1 also allows us to estimate the water-density fluctuation \( \sqrt{\langle (\rho_{\text{water}} - \langle \rho_{\text{water}} \rangle)^2 \rangle} \) in the NaCl:pT ensemble, which turns out to be huge, being about 200 with \( \chi_{\text{osmotic}} = 0.5 \). The large fluctuation implies that a long GCMD simulation is needed to be performed for a correct sampling in the NaCl:pT ensemble.

IV. CONCLUSIONS

Despite their significance in many applications, GCMD simulations are still computationally demanding so that their use remains limited in practice. In this work, we implemented in LAMMPS a promising hybrid NEMD/MD method, called H4D, which utilizes a vertical dimension to facilitate particle exchange by alleviating initial steric and electrostatic clashes. The H4D method is conceptually simple and requires minimal code changes for a conventional MD simulation. With
Our implementation, we showed that GCMD simulations with H4D efficiently describes a system in an open environment in a condensed phase, such as ionic solutions.

The H4D is a finite switching method, interpolating between instantaneous and infinitely slow exchange; the acceptance rate increases with slower exchange that needs a longer NEMD simulation. Thus, one can optimize the process, which should be system-specific, using the various ingredients as discussed in this work, including altitude, vertical velocity, screening 4D electrostatic interactions, and bias, through analyzing the nonequilibrium work distributions. Our investigation underlies the crucial role of long-range electrostatic interactions, and their proper screening can significantly enhance the efficiency of ion-pair exchange in electrolyte solutions; the H4D enhances the efficiency of salt-pair exchange about four orders of magnitude, compared to the conventional MC. Further, at its maximum efficiency, the H4D achieves the acceptance rate of \( \sim 3\% \) for NaCl-pair exchange in aqueous solutions at 1 \( \text{m} \) concentration, which is manageable with massively paralleled computation in LAMMPS.

We also investigated the effect of biased distances between flying ions. It showed no further benefit in the efficiency with a proper screening of electrostatic interactions; in a case of the bias with a flying-ion pair too close to each other, the nonequilibrium work distributions are skewed in unfavorable ways. For further enhanced efficiency, a better bias needs to be designed to sample the skewed distributions in a favorable way.

GCMD simulations using H4D is generic and our implementation in LAMMPS is flexible enough for applications to other bulk systems in an open environment. Particularly interesting are systems with strong electrostatic interactions (e.g., in the presence of multivalent ions, with substantial ion-pairing), or complex solutes with charged surfaces such as proteins where ions can strongly adsorb. Furthermore, the extension to confined systems is straightforward with a few considerations such as the initial positions of flying particles along the non-periodic dimension. In such a case, a similar bias technique can be applied to avoid steric clashes with a implicit or explicit wall, generating the initial positions at the center of the confined system. This enables in particular the grand-canonical simulation of electrolytes between charged walls, e.g., with mica surfaces as in Surface Force Balance experiments, or for more systematic studies as a function of the surface charge density.

**SUPPLEMENTARY MATERIAL**

Supplementary material discusses the conversion of chemical potentials, chemical potential calculation using H4D, test of the Gibbs-Duhem relationship, sampling the distribution of the number of salt pairs in GCMD, a scheme for early rejection during GCMD, details of the effect of bias functions, alternative time-dependent altitude schedules, connections to the Kirkwood-Buff theory, and the convergence of GCMD.
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The difference in definition of ideal part of chemical potential in this work and ref. 47 requires a conversion of chemical potential. firstly, we set the thermal de broglie length unity as described below eq. 8 for chemical potentials of both water and salt. secondly, the chemical potential of water in this work does not include µ_o^w, the standard state free energy of formation of water in the gas phase (see eq. 30 in ref. 47). likewise, the chemical potential of salt in this work does not include µ_o^{Na^+}, µ_o^{Cl^-} (see eq. 17 in ref. 47) one can obtain the chemical potential as in this work using the values of the excess chemical potential in si of ref. 47 and our definition of ideal gas contribution to the chemical potential.”


