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Viale Lincoln 5, 81100, Caserta, Italy.

1

ar
X

iv
:2

30
5.

06
72

3v
2 

 [
co

nd
-m

at
.s

ta
t-

m
ec

h]
  2

9 
A

ug
 2

02
3



Abstract

We investigate the influence of long-range (LR) interactions on the phase ordering dynamics of

the one-dimensional random field Ising model (RFIM). Unlike the usual RFIM, a spin interacts

with all other spins through a ferromagnetic coupling that decays as r−(1+σ), where r is the distance

between two spins. In the absence of LR interactions, the size of coarsening domains R(t) exhibits

a crossover from pure system behavior R(t) ∼ t1/2 to an asymptotic regime characterized by loga-

rithmic growth: R(t) ∼ (ln t)2. The LR interactions affect the pre-asymptotic regime, which now

exhibits ballistic growth R(t) ∼ t, followed by σ-dependent growth R(t) ∼ t1/(1+σ). Additionally,

the LR interactions also affect the asymptotic logarithmic growth, which becomes R(t) ∼ (ln t)α(σ)

with α(σ) < 2. Thus, LR interactions lead to faster growth than for the nearest-neighbor system at

short times. Unexpectedly, this driving force causes a slowing-down of the dynamics (α < 2) in the

asymptotic logarithmic regime. This is explained in terms of a non-trivial competition between the

pinning force caused by the random field and the driving force introduced by LR interactions. We

also study the spatial correlation function and the autocorrelation function of the magnetization

field. The former exhibits superuniversality for all σ, i.e., a scaling function that is independent

of the disorder strength. The same holds for the autocorrelation function when σ < 1, whereas a

signature of the violation of superuniversality is seen for σ > 1.
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I. INTRODUCTION

Consider a ferromagnetic spin system which is quenched from the paramagnetic phase at

temperature T > Tc to T < Tc. In the subsequent evolution, spatial correlations build up

via the growth of domains, a process known as phase ordering dynamics or coarsening [1–3].

This process is controlled by the motion of interfaces [4] in the system. The additional

presence of quenched (static) random disorder [5–11], e.g., on-site random fields, pins these

interfaces in local free energy minima. Thus, free energy barriers are created which the

system must overcome in order to activate the growth process. Many random systems

involve long-range (LR) interactions [12], which play an important role in the static and

dynamic properties. A pure system with ferromagnetic LR interactions exhibits coarsening

phenomena akin to a short-range system, although the domain growth kinetics may be

faster due to cooperativity between far-away spins. Over the past few years, there has been

significant progress [13–20] in understanding the nature of ordering dynamics in disorder-

free LR systems. However, very little is known about random systems with LR interactions.

This is the subject of the present paper. For simplicity, we will focus here on one-dimensional

(1D) LR Ising systems. The reasons for this are as follows:

(a) The corresponding pure case is well understood and can be used as a reference point to

understand the changes introduced by the quenched disorder; and

(b) The 1D system is a good starting point to investigate this challenging problem since

numerical simulations are more reliable. There is a hope of developing some analytical

insights, similarly to what was done without disorder.

Equilibrium aspects – The pure 1D Ising model with nearest neighbor (NN) interac-

tions does not exhibit LR order (LRO) at any temperature other than T = 0. The inclusion

of a quenched random on-site field yields the well-known random field Ising model (RFIM).

From the Imry-Ma argument [21], there exists no LRO at any T (including T = 0) in the

RFIM with NN interactions in D ≤ 2. It is likely that, due to the random pinning field at

each site, a spin may flip in accordance with the field strength. However, for strong ferro-

magnetic coupling, the spins succeed to form large correlated domains in the ground state

at T = 0, known as Imry-Ma domains. The linear size of these domains (RIM) depends on

the ratio between the ferromagnetic constant (J0) and the random field strength (∆) [21]:

RIM =
4J2

0

∆2
. (1)
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The situation is rather different for systems with LR interactions. In the pure 1D LR Ising

model (LRIM), where the spins have a power-law ferromagnetic interaction [J(r) ∝ J0/r
1+σ,

r being the distance], Dyson [22] proved that LRO is possible even at small non-zero T for

0 < σ < 1. For σ ≥ 1, there is LRO only at T = 0. Leuzzi-Parisi [23] and Dewenter-

Hartmann [24] recently studied the 1D LRIM in the presence of random field disorder,

which is referred to as the random field long-range Ising model (RFLRIM). They reported a

threshold value of σ (= 0.5) below which there is an LRO state at T = 0 for ∆ < ∆c ≃ 2.39.

For σ > 0.5, the Imry-Ma argument holds as usual.

Nonequilibrium aspects – During the post-quench dynamics of the spin systems, the

onset and growth of domains is a gradient-descent mechanism during which the system

minimizes its free energy. The domain size R(t) is the characteristic length scale in the

system. The growth law for a quench to T = 0 of the 1D pure NN Ising model is given by

R(t) ∼ t1/2. Since the early-time dynamics of the system is governed by the T = 0 fixed

point, the same law also holds at small non-zero T before equilibration takes place.

The story is similar (but more complex) for 1D pure systems with power-law interac-

tions [13]. For a quench to T = 0, the growth is ballistic: R(t) ∼ t for all σ > 0. How-

ever, for non-zero-T quenches, the growth is ballistic only at pre-asymptotic time scales.

If 0 < σ < 1, the ballistic growth is followed by a slower power law with a σ-dependent

exponent, also known as the Bray-Rutenberg (BR) [25, 26] regime, R(t) ∼ t1/(1+σ). On the

other hand, if σ > 1, this BR regime occurs at intermediate time scales, and is followed by

an asymptotic regime with R(t) ∼ t1/2, akin to the NN case.

In this paper, we investigate the ordering dynamics of the 1D RFLRIM with nonconserved

or Glauber spin-flip kinetics. This means that single spins can be flipped with a transition

rate which obeys detailed balance. We focus on the case where both the random field

disorder and the quench temperature are smaller than the ferromagnetic coupling constant,

i.e., ∆ < J0 and T < J0. In the absence of LR interactions, the ordering dynamics is

quite well understood. Fisher et al. [27] found that an interface in the 1D RFIM can be

envisioned as a random walker in a random force field of the Sinai type [28, 29]. They

showed via renormalization group techniques that the domain growth law is R(t) ∼ (ln t)2,

which was later numerically verified by Corberi et al. [9]. In the Huse-Henley framework [8],

this logarithmic growth is linked to the R-dependence of the free energy barrier height.

The presence of LR couplings substantially changes the above scenario. One major dif-
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ference is that the interfaces now feel a drift due to the LR interactions. This drift tries

to balance both the randomization due to thermal noise and the metastability due to the

quenched pinning field. To the best of our knowledge, this problem has never been stud-

ied in the literature, and we address it in this paper. We consider only the weak LR limit

(J(r) ∝ 1/r1+σ, σ > 0) here. We remind the reader that the strong LR limit (σ ≤ 0) is a

completely distinct problem, as it causes the loss of additivity and extensivity [12, 30].

We will address several issues regarding domain growth of the 1D RFLRIM. In particular,

we study the growth of R(t) which displays a rich crossover form. We also analyze the

dynamical scaling properties of the space and time correlation functions of the magnetization

field. In random systems, it is relevant to ask whether the scaling function has an explicit

dependence on the disorder amplitude. If there is no disorder-dependence other than through

the length scale R(t,∆), the scaling functions are referred to as superuniversal (SU) [31, 32].

In our framework, the term superuniversality implies that the entire scaling function remains

unaffected by variations in the amplitude of disorder. The spatial correlation function usually

exhibits SU. However, the validity of SU has been controversial in two-time quantities, e.g.,

D = 1, 2 RFIM with NN interaction [9, 11], and D = 2, 3 random field XY model [33] show

clear violations of SU in the autocorrelation function. We examine the applicability of SU

for the RFLRIM in great detail in this paper.

Our important observations can be summarized as follows:

(a) The characteristic length scale R(t) has a logarithmic time-dependence at asymptotic

times. The growth law is slower than that for the NN case.

(b) The scaling function for the spatial correlation function C(r, t) shows SU for a given

value of σ.

(c) The autocorrelation function exhibits scaling for all σ. The scaling function exhibits SU

for σ < 1, while it is seemingly violated for σ > 1.

This paper is structured as follows. In Sec. II, we introduce the model and simulation

details. The important observable quantities which we measure are also discussed here. In

Sec. III, we present detailed numerical results. In Sec. IV, we summarize the results obtained

in this paper, and discuss possible future directions.
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II. MODEL AND SIMULATION DETAILS

We consider a 1D RFLRIM with the Hamiltonian:

H({si}) = −
∑
j<i

J(rij)sisj −
N∑
i=1

hisi, si = ±1, (2)

where N is the number of lattice sites, i.e., system size. The ferromagnetic exchange coupling

between the spins si and sj lying at distance rij = |i− j| has the power-law form:

J(r) =
J0
r1+σ

, σ > 0. (3)

The variables hi denote quenched random fields drawn from a Gaussian distribution:

P (hi)dhi =
1√
2π∆2

e−h
2
i /(2∆

2)dhi. (4)

Here, the width of the distribution ∆ controls the disorder strength. One can see in Eq. (2)

that the usual NN Ising model is recovered on setting J(r) = J0δr,1. The constant J0 is

the strength of the exchange term, and is subsequently set to unity, without any loss of

generality.

We consider Glauber spin-flip kinetics [1], where single randomly-chosen spins flip with

Metropolis transition rates

w(si → −si) = N−1min
(
1, e−∆E/T

)
. (5)

Here, ∆E is the energy difference in the proposed move, and we have set the Boltzmann

constant to unity. Time is measured in Monte Carlo steps (MCS), each corresponding to N

attempted elementary moves. We study the evolution of paramagnetic system in equilibrium

at T = ∞, which is suddenly quenched to a low temperature at time t = 0. The system is

then evolved with the Metropolis transition rate in Eq. (5).

To implement periodic boundary conditions, we exploit a sophisticated approach devel-

oped for LR systems [17, 34]. Consider an infinite 1D lattice partitioned into imaginary

copies of the original simulation lattice. The central cell is the simulation lattice itself, and

the images lie across its periodic boundary. The effective interaction between two spins

si and sj inside the simulation lattice can be expressed as an infinite summation over all

images:

J∗(rij) =
∑
n

1

|nN + i− j|1+σ
. (6)
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Here, the displacement index n = 0,±1,±2, . . ., denotes the image systems. The advantage

in 1D is that the infinite summation in Eq. (6) can be analytically calculated [35] without

any cut-off using Hurwitz zeta functions [36]:

H(a, b) =
∞∑
m=0

1

(b+m)a
; b ̸= 0, Re(a) > 1. (7)

With the help of Eq. (7), the effective interaction J∗(r) has the form

J∗(r) =
1

N1+σ

[
H

(
1 + σ,

r

N

)
+H

(
1 + σ, 1− r

N

)]
. (8)

To compute Hurwitz zeta functions in our numerical simulations, we have implemented the

GSL library [37] in gfortran.

We define the defect density ρ(t) as the number of misaligned spins divided by N . The

excess defect density at time t is ρex(t) = ρ(t) − ρ(t = ∞), i.e., the difference from the

equilibrium value. This quantity is used to evaluate the domain size R(t) = ⟨ρex(t)⟩
−1

[3].

Here, ⟨....⟩ represents an average over independent initial configurations, thermal histories,

and disorder realizations. We remark that there are several definitions for calculating the

coarsening length scale, or the characteristic domain size. For example, the distance at

which the spatial correlation function C(r, t) (defined below) decays to a fixed value provides

a measure of the length scale. The ratio of integrals
´
drr2C(r, t) and

´
drrC(r, t) provides

another way of calculating the coarsening length scale. In the scaling regime, these definitions

differ from each other by only a prefactor (see Appendix A). In this paper, we usually

compute the length scale from the inverse defect density.

To study the domain growth law quantitatively, we calculate the effective dynamic expo-

nent zeff as follows:

zeff(t,∆) =

[
d lnR(t)

d ln t

]−1

. (9)

We also compute the equal-time spatial correlation function C(r, t), defined as

C(r, t) =
1

N

N∑
i=1

[
⟨si(t)si+r(t)⟩ − ⟨si(t)⟩ ⟨si+r(t)⟩

]
. (10)

In coarsening systems, this quantity usually exhibits dynamical scaling [1], i.e.,

C(r, t) = f

(
r

R(t)

)
. (11)
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Here, f(x) is a scaling function. An experimentally measurable quantity is the structure

factor S(k, t), which is the Fourier transform of C(r, t):

S(k, t) =
∑
r

eikrC(r, t). (12)

This quantity has the scaling form S(k, t) = R(t)fk (kR(t)), where fk(p) is another scaling

function. In pure systems, due to sharp interfaces, the function fk(p) has a power-law fall

for large p, i.e., fk(p) ∼ p−(D+1), known as Porod’s law [38, 39].

We probe the time correlations in the system via the autocorrelation function, defined

as [1, 3]

A(t, tw) =
1

N

N∑
i=1

[
⟨si(t)si(tw)⟩ − ⟨si(t)⟩ ⟨si(tw)⟩

]
, (13)

where tw (< t) is the waiting time, which describes the age of the system. In coarsening

systems, for t − tw ≫ tw, the quantity A(t, tw) usually has the following dynamical scaling

form:

A(t, tw) = g

(
R(t)

R(tw)

)
, (14)

where g(y) is the scaling function.

III. NUMERICAL RESULTS

In this section, we discuss our simulation results for the 1D RFLRIM. We take a large

system size N = 220 (∼ 1 million spins) to ensure that the results are free from finite-size

effects. All statistical quantities obtained in this paper are averaged over 50-100 independent

runs, each with different initial conditions and disorder configurations.

A. Domain Growth Law

Domain growth is characterized by the diffusion of interfaces in order to lower the net free

energy of the system. In the presence of a quenched random field, these interfaces become

locally pinned leading to the creation of free energy barriers. The subsequent interfacial

motion is an activated process rather than free diffusion. In the context of the 1D RFIM

with NN interactions where interfaces are point defects, Fisher et al. [27] proposed that an

interface can be treated as a random walker in a random static force field of the Sinai type.
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FIG. 1. (a) Plot of characteristic length scale R(t) vs. time t on a log-log scale, for a quench to

T = 0.1 of the 1D NN RFIM model. The data sets correspond to different disorder amplitudes

∆. The dashed line denotes R(t) ∼ t1/2. (b) Plot of R(t)/Rc vs. t/R2
c for the data in (a), where

Rc = (T/∆)2 is the crossover scale (see text). The dashed line is a fit to the pre-asymptotic

regime with L(x) ∼ 3.9× x1/2. The solid line denotes a fit to the asymptotic regime with L(x) ∼

0.32× [ln(15.8x)]2.

Since there are multiple interfaces in a coarsening system, they simultaneously diffuse and

annihilate upon meeting.

The mean-squared displacement of a random walk in the Sinai potential is given by
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⟨x2(t)⟩ ≃ (ln t)4 [28, 29]. This can be understood as follows. For a displacement x, the

walker faces a barrier of typical height ∆
√
x, which requires an Arrhenius-type escape time

t ∼ exp(∆
√
x/T ). Solving for x, one obtains the above result. The growth law in the RFIM

follows this Sinai diffusion regime at asymptotic times: R(t) ∼ (ln t)2 [9]. In the early regime,

thermal energy dominates the free energy barriers and the interfacial motion occurs via free

diffusion as in the pure Ising model. The characteristic crossover length can be obtained by

comparing the thermal energy with the typical barrier height [9, 10], ∆
√
Rc ≃ T , leading to

Rc =

(
T

∆

)2

. (15)

This crossover behavior can be captured in the scaling form [9]

R(t, Rc) = RcL
(
t

R2
c

)
, (16)

where the scaling function L(v) is

L(v) ∼ v1/2, v ≪ 1,

∼ (ln v)2, v ≫ 1. (17)

Let us first benchmark the above result for the RFIM with NN interactions. In Fig. 1(a),

we plot R(t) vs. t (on a log-log scale) for a quench to T = 0.1 of the NN model. When

disorder ∆ is zero, i.e., pure case, the growth law exhibits a power law, R(t) ∼ t1/2. For

non-zero disorder values, diffusive growth is observed only at early times. At late times,

the growth slows down. In the late stage of the simulations, the growth becomes much

slower, indicated by a downward bending on the log-log scale of Fig. 1(a). To investigate

the crossover quantitatively, we plot in Fig. 1(b) the scaling variables R(t)/Rc vs. t/R
2
c for

the data in Fig. 1(a). For the validity of Eq. (16), a data collapse should occur in such a

plot, which is indeed observed in Fig. 1(b). The data in limiting regimes shows excellent

agreement with the expected forms (see the caption for details).

What happens to the above scenario if the spins in the system have LR interactions?

In the following, we answer this question using extensive numerical simulations. However,

before doing that, it is useful to briefly discuss the behavior of the pure system with LR

interactions. The extended interactions exert a drift force on the moving interfaces in the

system, which may change the growth law with respect to the NN case. Bray and Ruten-

berg [25, 26] derived the modified growth law using a continuum approach based on a
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FIG. 2. Plot of R(t) vs. t on a log-log scale for pure LR systems with various σ-values. We quench

the system to T = 10−3. The dashed and solid lines represent the expected pre-asymptotic and

asymptotic growth laws (see text).

Ginzburg-Landau free energy. (The same result was derived for the Ising model by Corberi

et al. [13].) According to their predictions, R(t) for a non-zero temperature quench is given

as

R(t) ∼ t1/(1+σ), σ < 1,

∼ t1/2, σ > 1. (18)

Corberi et al. [13] also found that this asymptotic regime is preceded by several pre-

asymptotic regimes. For σ < 1, there is a ballistic growth regime, R(t) ∼ t, at early

time scales. For σ > 1, there is a slow regime sandwiched between the ballistic and the

asymptotic regimes, where R(t) ∼ t1/(1+σ). The crossover lengths were also determined.

The ballistic regime ends when

R(t) ≃ Rb ∼
(

2

σT

)1/σ

. (19)
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in the pure case.

For σ > 1, the asymptotic regime [R(t) ∼ t1/2] starts when

R(t) ≃ Rd ∼
(

2

σT

)1/(σ−1)

. (20)

Notice that the duration of all the pre-asymptotic regimes decreases upon increasing T or

σ. In Fig. 2, we benchmark the above growth law for quench temperature T = 10−3. We

choose such a low temperature so as to clearly delineate the pre-asymptotic regimes.

After recalling the behavior of the pure system, we move to our core results, i.e., the

ordering kinetics of the 1D RFLRIM. In Fig. 3, we plot R(t) vs. t for a quench to temperature

T = 0.1 of LR systems with various values of σ [see panels (a)–(d)] and ∆. We have chosen

2 values of σ > 1 and 2 values of σ < 1, as σ = 1 is a significant boundary for the pure

case. (The corresponding plots of effective exponent zeff vs. R(t) are shown in Fig. 4.) Let

us start our discussion from Fig. 3(b), corresponding to σ = 0.9. For ∆ = 0, the growth is

ballistic at early times, with a crossover to R(t) ∼ t1/(1+σ) at late times (indicated by power
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case.

laws with different slopes in the same figure). For small non-zero ∆, the domains initially

grow as in the pure case, i.e., the growth law is R(t) ∼ t with a crossover to R(t) ∼ t1/(1+σ).

We see a further crossover to much slower growth at late times. With further increase in

∆, the power-law regimes shrink to smaller time-windows, and the crossover to asymptotic

slow growth occurs much earlier. As discussed above, this slow growth is a result of the

quenched random field. In Fig. 4(b), the quantity zeff shows an upward trend after an initial

flat behavior, which is interpreted [10, 11] as a signature of logarithmic growth. We remark

that the same scenario holds for other values of σ, as shown in Figs. 3(a),(c) and (d) and

Figs. 4(a),(c) and (d). The only difference is that the various regimes can widen, shrink or

even disappear as σ is varied.

We now present a more quantitative analysis of the asymptotic growth. Considering the

behavior of the NN model and the Huse-Henley argument [8, 10], we make the working
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FIG. 5. Scaling plot of zeff − z̄ vs. R(t)/ℓ for the data in Fig. 4. The panels correspond to σ =

(a) 0.5, (b) 0.9, (c) 1.5, (d) 2. The crossover length ℓ(∆) is chosen to enable a data collapse. The

parameter z̄ is the disorder-independent pre-asymptotic growth: R(t) ∼ t1/z̄. The solid line in

different panels is the best power-law fit: zeff − z̄ ∝ (R/ℓ)ψ.

hypothesis that the asymptotic growth is logarithmic:

R(t) ∼ [ln(t/τ)]α(σ) . (21)

Here, τ sets the time-scale, and we know that α(σ = ∞) = 2 for the NN model [27]. Corberi

et al. [10, 11] have developed a novel scaling method to study the crossover from the pre-

asymptotic power-law regime to the asymptotic logarithmic regime. This has been detailed

in several publications from our group, and we do not replicate the arguments here (see

Ref. [33] for example). Their method is based on a scaling plot of zeff − z̄ vs. R(t)/ℓ(∆),

14



BA

FIG. 6. Pictorial representation of the 1D RFLRIM. The red (thin) and green (thick) lines corre-

spond to domains of up and down spins, respectively. The energy height barrier profile is drawn in

brown. The arrows represent the force exerted by the LR interaction, which promotes the closure

of the small green domain in the pure case.

where z̄ is the pre-asymptotic power-law exponent, and ℓ(∆) is chosen to facilitate a data

collapse (see Table I). In Fig. 5, we undertake such a plot of the data sets in Fig. 4. We see a

reasonable data collapse for each value of σ. The corresponding power-law fit to the scaled

data [i.e., zeff − z̄ = a(R/ℓ)ψ(σ)], shown as a solid line in Fig. 5(a)-(d), implies a logarithmic

growth of the domain size:

R(t) ∼ [ln(t/τ)]1/ψ(σ) , τ = ℓz̄. (22)

Thus, we identify the logarithmic exponent as α(σ) = 1/ψ(σ). The resultant values of ℓ(∆)

and α(σ) are presented in Tables I and II respectively.

Our estimates of α(σ) are not very accurate, and we do not have data for enough σ-values,

to enable us to make a precise statement about the σ-dependence of α. However, it is clear

that α(σ) is smaller than the value α(σ = ∞) = 2 of the NN case. This is surprising and

requires detailed clarification, which we provide below.

In the pure case, the LR interaction speeds up (or, at most, leaves unchanged) the growth

law. This is due to an additional force caused by far away spins that promotes the closure

of smaller domains [13]. However, with the quenched random field, small domains, like the

one denoted by B in Fig. 6, can be eliminated only if the random field is not too unfavorable

to the process. Hence, after some time, the small domains that survive are those which the

random field itself makes harder to close. In a situation like the one in Fig. 6, the force

associated with the LR interactions suppresses the most efficient coarsening mechanism,

thereby slowing down growth. This is a possible explanation for the smaller values of α(σ)
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σ = 0.5 σ = 0.9 σ = 1.5

∆ = 0.02 50.0 41.0 15.42

∆ = 0.05 10.0 4.0 3.25

∆ = 0.08 2.1 1.5 1.46

∆ = 0.1 1.0 1.0 1.0

TABLE I. Scaling length ℓ(∆) for different σ in the D = 1 RFLRIM. These values are chosen so

as to facilitate a data collapse in Fig. 5).

σ α

0.5 1.31 (5)

0.9 1.17 (1)

1.5 1.26 (1)

2.0 1.38 (2)

∞ 2.0

TABLE II. Logarithmic growth exponent α for different σ in the D = 1 RFLRIM. These values

are obtained from the scaling plots of zeff − z̄ vs. R(t)/ℓ (see Fig. 5), as described in the text.

seen in Table II.

B. Dynamical Scaling and Universality of C(r, t)

Another important aspect of domain growth is dynamical scaling, which we explore in

this section using the spatial correlation function C(r, t), defined in Eq. (10). In Fig. 7(a),

we plot C(r, t) vs. r/R(t) for distinct simulation times (across 3 decades) for the RFLRIM

with σ = 0.9 and ∆ = 0.05. The data sets exhibit excellent data collapse on a single scaling

function, demonstrating the validity of dynamical scaling [Eq. (11)] in the system. Fig. 7(b)

testifies the SU nature of this scaling function for σ = 0.9. Here, we present data for C(r, t)

vs. r/R(t) for different ∆ at a fixed t = 104 MCS. All the data sets collapse onto the

same scaling function, showing the validity of SU. We show analogous plots for σ = 2 in

Figs. 7(c)-(d). Again, the data sets fall on a single scaling function in both frames. The solid
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FIG. 7. Scaling plots of the equal-time correlation function, C(r, t) vs. r/R(t), for a quench to

T = 0.1 of the RFLRIM with (a)-(b) σ = 0.9, and (c)-(d) σ = 2. The frames (a) and (c) show

data sets at different t for a system with ∆ = 0.05. The frames (b) and (d) show data sets at fixed

t = 104 with various ∆. The solid curve in (c)-(d) denotes the scaling function for the pure NN

model, i.e., Eq. (23) with c ≃ 0.55.

lines in Figs. 7(c)-(d) denote the scaling function for the 1D pure NN model with Glauber

dynamics [3]:

f(x) = erfc (cx) , (23)

where the constant c ≃ 0.5. The data in Figs. 7(c)-(d) agree very well with this function,

i.e., for large σ (> 1) the scaling function falls in the NN universality class. (This is not the

case for σ = 0.9.) To complete our study of C(r, t), we superpose scaled data for different

values of σ in Fig. 8(a). The data sets correspond to fixed ∆ = 0.05 and t = 104 MCS. For

r < R(t), the data for different σ and the NN case match well, showing that the geometry

of domains at small scales is unaffected by the extended interactions. However, at large
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FIG. 8. Scaling plots of (a) C(r, t) vs. r/R(t); and (b) S(k, t)R(t)−1 vs. kR(t) for a quench of the

RFLRIM to T = 0.1. We plot data for various σ-values with fixed t = 104 and ∆ = 0.05. The

solid line in (a) denotes Eq. (23). The dashed line in (b) denotes the Porod law: S(k, t) ∼ k−2.

scales (r > R(t)), the decay of C(r, t) has a strong dependence on σ. For σ < 1, the fall is

relatively slow and depends on the value of σ. For σ > 1, the scaling function is consistent

with that for the NN case. We conjecture that (as in the pure case) the scaling function

in the disordered case varies continuously with σ for σ < 1. For σ > 1, the function is

independent of σ, and is equivalent to the pure NN scaling function.
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We also test the dynamical scaling of the structure factor (not shown here). We find

excellent scaling of the data, and the structure-factor tails show the 1D Porod law: S(k, t) ∼

k−2 for large k (for all σ and ∆-values presented in this paper). This is seen in Fig. 8(b),

where we plot the scaled structure factors [S(k, t)R(t)−1 vs. kR(t)] corresponding to the

data sets shown in Fig. 8(a). The Porod law is characteristic of scattering from sharp

interfaces in the system. In higher dimensions, it is known that disordered spin models

exhibit a generalization of the Porod law or fractal Porod law with non-integer exponents

[40, 41]. This is a consequence of the roughening of the interfaces into fractals. In the 1D

case considered here, we do not see a fractal Porod law as the interfaces are point defects.

C. Dynamical Scaling and Universality of A(t, tw)

The two-time quantities offer a testing ground for SU in the time correlations. As men-

tioned earlier, there are several known examples of SU violation in two-time quantities

[9, 11, 33]. Here, we specifically investigate the autocorrelation function A(t, tw), defined in

Eq. (13). Before showing our results, it is useful to summarize what is known in the 1D

NN case. In the pure system, A(t, tw) obeys dynamical scaling [Eq. (14)] with a scaling

function [3]:

g (y) =
2

π
arcsin

(√
2

1 + y2

)
. (24)

This function decays as y−λ for large y, where λ defines the so-called Fisher-Huse exponent

[42]. In this case, it turns out to be λ = 1. The same scaling function was shown to describe

A(t, tw) when LR interactions are added with σ > 1 [20]. The addition of the random field

in the NN case modifies g(y) to [9, 27]

g (y) =
4

3
√
y
− 1

3y
, y ≫ 1, (25)

which differs from g(y) of Eq. (24), indicating a violation of SU. In particular, note that the

asymptotic decay of g(y) in Eq. (25) yields a Fisher-Huse exponent λ = 1/2, distinct from

the λ = 1 observed in Eq. (24). It was shown in [9] that the form in Eq. (24) is observed

pre-asymptotically also in the presence of the random field, while the true asymptotic form

in Eq. (25) is approached only at late times by means of a slow, smooth crossover.

In our RFLRIM system, we find that the scenario described for the NN case is applicable

for larger values of σ. This can be observed in Fig. 9, where we plot A(t, tw) vs. R(t)/R(tw)−
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FIG. 9. Plot of autocorrelation function, A(t, tw) vs. R(t)/R(tw)−1, for the RFLRIM. We quench

a system with σ = 2 to T = 0.1, and show data for various ∆ and tw. The solid curve denotes the

scaling function in Eq. (24) for the pure NN model.

1 for σ = 2, and various ∆ and tw. The data sets for ∆ = 0 approach the NN result with

increase in tw. The weak tw-dependence of the scaled data can be attributed to scaling

corrections, i.e., earlier values of tw are not fully in the asymptotic regime [20]. The data

sets with same non-zero ∆ collapse well on top of each other, confirming dynamical scaling.

Further, the data for non-zero ∆ shows substantial departure from the pure case, which is

expected due to the above discussion on the NN case. However, the curves presented in

Fig. 9 may not be representative of the true scaling function in the presence of disorder, due

to the slow crossover discussed above for the NN case. A similar behavior is observed for

σ = 1.5 (not shown here). We believe that the NN scenario of SU violation applies for the

LR system with σ > 1 also.

We next investigate the SU property for small σ. Before presenting our results, it is useful
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FIG. 10. Plot of A(t, tw) vs. R(t)/R(tw) − 1 for the RFLRIM with σ = (a) 0.5, (b) 0.7, (c) 0.8,

(d) 0.9. We present data for various ∆ and tw. The system with σ = 0.7 is quenched to T = 0.5,

whereas the other frames correspond to T = 0.1. The dashed line denotes g(y) ∼ y−λ with λ = 1/2.

to recap what is known in the pure case. We have already mentioned that the scaling function

g(y) takes the NN form for σ > 1. For σ < 1, g(y) changes to a different σ-independent

function, characterized by λ = 1/2 [20].

Let us now discuss the RFLRIM with σ < 1. In Fig. 10, we present scaling plots for

A(t, tw) in systems with various σ, at different values of ∆ and tw. For the validity of SU,

all the data sets belonging to the same σ, irrespective of the value of ∆, should collapse on

a single scaling form. This is indeed clearly observed in the figure, other than for σ = 0.5 in

Fig. 10(a). We remark that the slight departure for σ = 0.5 does not disprove the SU of g(y).

This is because, for σ = 0.5, data are not in the asymptotic stage, but in the pre-asymptotic
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FIG. 11. Plot of A(t, tw) vs. R(t)/R(tw) − 1 for the RFLRIM with various σ. We set ∆ = 0.02

and tw = 100. The system with σ = 0.7 is quenched to T = 0.5, while the quench temperature is

T = 0.1 for σ = 0.8, 0.9. The solid curve denotes Eq. (24). The dotted line denotes g(y) ∼ y−λ

with λ = 1/2.

ballistic regime [see Fig. 3(a)].

In Fig. 11, we plot A(t, tw) vs. R(t)/R(tw)−1 for various values of σ < 1 from Fig. 10. We

consider a fixed ∆ = 0.02 and tw = 102 MCS. The solid curve denotes the scaling function

for the pure NN case. The scaling functions are σ-independent in this case. Further, the

tail is consistent with λ = 1/2.

We conclude that the scaling function for A(t, tw) in the RFLRIM respects SU for σ < 1

with a σ-independent scaling function. On the other hand, SU is violated for σ > 1. For

the convenience of the reader, we present an overview of our results for dynamical scaling

of C(r, t) and A(t, tw) in Table III.
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Quantity σ ∆-Independence (SU) σ-Independence

C(r, t)
σ > 1 Yes Yes

σ < 1 Yes No

A(t, tw)
σ > 1 No No

σ < 1 Yes Yes

TABLE III. Properties of scaling functions for C(r, t) and A(t, tw) in different ranges of σ.

IV. SUMMARY AND DISCUSSION

Let us conclude this paper with a summary and discussion of our results. We have

investigated numerically the post-quench dynamics of the 1D random field Ising model

(RFIM) with long-range (LR) interactions. To the best of our knowledge, this is the first

study of ordering kinetics in a disordered system with LR interactions. Previous works of

Fisher et al. [27] and Corberi et al. [9] showed that the interfaces in the RFIM with NN

interactions diffuse in a quenched random potential of the Sinai type [28, 29], which yields

an asymptotic growth law R(t) ∼ (ln t)2. The extended interactions considered here exert

an additional drift force on the interfaces moving in the Sinai environment, which changes

the growth law.

Our data does not enable us to make a definitive statement about the functional form of

the growth law. This is because the sluggish growth does not yield a significant increase in the

length scale in the time-window of our simulations. However, we provide compelling evidence

that a logarithmic law R(t) ∼ (ln t)α(σ) is consistent with the data in the asymptotic time

domain accessed by the simulations. Interestingly, the exponent α seems to be smaller than

αNN = 2 for the NN RFIM. This is surprising because LR interactions in the corresponding

pure system have the opposite effect of speeding up the growth process! In the present study,

we were able to access time scales up to t = 106 MCS with system size N = 220. In order to

arrive at more conclusive results, one should investigate the growth law up to (say) t = 108

MCS at least. This would also require a considerably larger system size so that the results

are not plagued by finite-size effects.

It is useful to provide some details of the computational effort involved in these simu-

lations. A single run up to t = 106 MCS on a system with σ = 0.9 and ∆ = 0.05 took
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approximately 247 core-hours on the Intel Xeon Phi Processor 7210. In order to reduce the

computational time, we store the local field for each spin at the start of the simulation. Using

this simple trick, we need to update the field only when a spin flip is accepted. This results

in a significant speed-up, especially when the quench temperature is low and the disorder

is large. To reach time-scales up to t = 108 MCS for the current system sizes (N = 220), a

100 times larger computational effort would be required. For larger systems, the required

computational time would be further multiplied.

We also explored the superuniversality (SU) or disorder-independence in the correlation

functions of the magnetization field, both at equal and separated times. For LR systems, the

equal-time correlation function C(r, t) exhibits dynamical scaling. In addition, the scaling

function is independent of the disorder amplitude, i.e., the scaling function shows SU. We

also discussed the SU of the autocorrelation function A(t, tw). We find that the scaling

function for A(t, tw) exhibits SU for σ < 1, while for σ > 1 it appears to be violated. The

latter case indicates behavior akin to the NN RFIM, where the violation of SU has been

observed [9].

For further insights, an analytical treatment of ordering dynamics of the 1D RFLRIM is

desirable. Towards this goal, we have initiated a Langevin study of random walks with a

systematic drift term in a Sinai potential. This is the LR counterpart of the free diffusion

problem studied by Fisher et al. [27] for the 1D NN RFIM. Our understanding of this system

will be presented elsewhere.

Appendix A: Domain Growth Law from Spatial Correlation Function

The domain growth law can also be extracted from the decay of the spatial correlation

function C(r, t) as

C(r = Rc(t), t) = C0, (A1)

where C0 is a constant (say, 0.5). Here, Rc(t) serves as another measure of the coarsening

length scale. In the scaling regime, Rc(t) should be proportional to the length scale R(t)

obtained from the inverse defect density in the main text.

In Fig. 12, we compare the quantities R(t) and Rc(t) for different σ and the nearest-

neighbor (NN) case, at a fixed ∆ = 0.05. We have scaled Rc(t) by appropriate factors to

fall on the data set for R(t). For all σ and the NN case, R(t) and Rc(t) are in excellent
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