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ABSTRACT: In the context of the conceptual Density Functional Theory (cDFT) and based on the compu-
tational efficiency of the constrained DFT (CDFT), we demonstrate that chemical reactivity can be gov-
erned by the difference between the local interacting chemical potentials of the reactants (referred as 
Edual), in agreement with the Sanderson's equalization principle. In a proof-of-concept study, we investi-

gated illustrative examples involving typical non-covalent donor-acceptor systems as well as reactive sys-
tems are provided. For the selected systems, our approach reveals a significant mimicking between Edual 
and the DFT-computed intermolecular interaction energy profiles. We further evaluate the influence of 

the coulomb and exchange-correlation contributions in Edual. These latter results suggest that numerous 
potential energy surfaces of clusters can be explored using a Sanderson-like model only based classical 
interactions between molecular orbitals domains. To conclude, this study achieved a deeper understand-
ing of the principles of cDFT and assessed, in a wider context, its efficiency in predicting the chemical 
reactivity. 

 

1. Introduction. The development of rigorous and computationally usable methods to rationalize 

and predict the interactions within and between the molecules is a major purpose of theoretical 

chemistry. In this context, the Conceptual Density Functional Theory (cDFT) offers a comprehen-

sive framework of tools for comprehending and predicting the electronic structure and the chemi-

cal reactivity of molecules and materials. 1-5 cDFT fundamentally hinges on the principle that the 

ground state energy of an N-electron system, as dictated by the Hohenberg-Kohn theorem, depends 

on the number of electrons (N) and the external potential, both of which are uniquely determined 

by the electron density.6 In this framework, the system's response to changes in the number of its 

electrons or the external potential, gives valuable insights into its reactivity and provides a way to 

justify the reactivity principles in cDFT, such as the Sanderson’s electronegativity equalization4, 7-10, 

the Pearson’s hard/soft acid-base (HSAB) principle11, 12, 13-17, the maximum hardness and minimum 

electrophilicity rules18,19, 20 , or the principle “|Δµ| big is good ” also known as DMB rule.21, 22   

 

 



 

Even when the external potential remains constant, the energy change (ΔE) can be defined in terms 

of the response to variations in the number of electrons ΔN. This latter energy is most of the time 

approximated by the quadratic Taylor expansion truncated after the second-order terms9 : 

 

∆𝐸 =  𝐸(𝑁 ° + ∆N) − 𝐸(𝑁°) ≈ µ ∆N + 𝜂 
∆𝑁 2

2
              (1) 

where 𝜇 = (
𝜕𝐸

𝜕𝑁
)

𝑣 
and 𝜂 = (

𝜕2𝐸

𝜕𝑁2
)

𝑣 
are the electronic chemical potential and the chemical hardness, re-

spectively and N0 is the number of electrons of the relevant isolated system.4, 23, 24  

From its beginning, a large part of the cDFT works have been focused on the electronic chemical poten-

tial, clearly identified in the above-mentioned Taylor expansion as the partial first derivative of the sys-

tem’s energy with respect to the number of electrons at fixed external potential v. However, its practical 

calculation requires an operational expression that must be readily computable from standard electronic 

structure calculations. In this context, the most commonly employed equations are typically carried out 

within the finite difference approach, in which it is calculated as the average of the left- and right-hand-

side derivatives: 

𝜇− =  𝐸(𝑁 0) −  𝐸(𝑁 0 − 1) =  −𝐼 

μ+ =   E(N0 + 1) −  E(N0) =  −A 

where I and A are the vertical ionization energies and electron affinities of the N0-electron system 

(neutral or charged) 

𝜇 =  
𝜇− + 𝜇+ 

2
=

𝐸(𝑁 0 + 1) −  𝐸(𝑁0 − 1) 

2
= −

𝐼 + 𝐴 

2
 

For atoms, the chemical potential has long been identified as negative electronegativity of Mulliken.25 

𝜇 = −
𝐼 + 𝐴 

2
 = −𝜒   

Interestingly, the negative chemical potential closely follows the same trends in atoms as those obtained 

by Pauling.26 Based on the definition of the electronegativity, identified as negative chemical potential, 

Sanderson has formulated its equalization principle.7, 8 The correctness of Sanderson’s principle relies 

on the variations of chemical potentials strongly linked to a property of an equilibrium state. The fact 

that the chemical potential is related to the Pauling’s electronegativity and the fact that the chemical 

hardness reproduces the qualitative scales derived by Pearson12 reinforces the identification of coeffi-

cients that one will find in the quadratic Taylor expansion with the corresponding chemical concepts. 

Overall, these coefficients provide an intrinsic response of the system to the attacking partner.2, 4 A piv-

otal concept in cDFT is that derivatives represent a response of the system independent of other 



 

reactants involved in the reaction, as well as certain effects of the molecular environment, such as sol-

vent effects.2, 27-30 It was proposed through a simple way to take into account the perturbations effects 

on the descriptors of a given species when it weakly interacts with another one. 27, 28, 30 For example, 

within the framework of the grand canonical ensemble, the definitions of the electronic chemical po-

tential and the chemical hardness can be extended to finite temperatures by considering a reactive spe-

cies as an open system to the exchange of electrons. 31, 32 The goal is to enhance the description of their 

chemical reactivity. The significance of such perturbed chemical potential can be further illustrated by 

examining its local version.33, 34. Let us consider the formation of a supermolecule MA-MB from the as-

sociation of two molecules MA and MB. 26  When the two molecules MA and MB approach one another, 

there is a flux of electron density from the species with higher chemical potential towards the one with 

lesser chemical potential, in order to equilibrate the two chemical potentials in the new interacting sys-

tem. As the reactants come closer, the external potential affecting one molecule undergoes changes 

due to the presence of the other reactant. This perturbation of the external potential forces the electron 

density to distort itself, adapting to the new electron density that corresponds to the updated chemical 

potentials Although this process is easily understandable, the practical computation of the such inter-

acting chemical potentials and their link to the Sanderson’s principle is still challenging and requires 

more detailed studies.35, 36 

 The present work addresses an original strategy designed to practically compute the interacting 

chemical potentials by combining on equal footing treatment between cDFT and the Contrained DFT 

approach. We aim to demonstrate that this combined approach can be quantitatively used to predict 

not only the minima but also to provide the shape of the energy profile from reactants to the transition 

state. An essential objective of this proof-of-concept study is to evaluate its effectiveness in predicting 

reactivity in a broader and more quantitative context. Additionally, the results presented in this contri-

bution seeks to enhance our understanding of the efficacy of a model approach based on the Edual cal-

culation, which we had initially proposed in the narrower context of quantum chemical topology .37, 38  

 

2. The Edual quantity. Turning to the smooth quadratic Taylor expansion that results in the change in the 

energy due to the electron transfer between the two subsystems MA and MB 6, 11, 39, 40 : 

 

∆𝐸𝑀𝐴𝑀𝐵 ≈ [(
𝜕𝐸
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2

2
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In which we used that the total variation of electrons ΔN = ΔNA + ΔNB = 0 because the total system 

is isolated. By identifying Equation (2) to Equation (1), the local chemical potentials33 of the interacting 

reactants MA and MB can be defined as 𝜇𝑀𝐴 = (
𝜕𝐸

𝜕𝑁𝐴
)

𝑁𝐵

 and 𝜇𝑀𝐵 = (
𝜕𝐸

𝜕𝑁𝐵
)

𝑁𝐴

. 

So that the small changes in the total energy can be directly related to the interacting chemical potentials 

at the first-order variation by: 

∆EMAMB ≈ (μMA − μMB) ∆NA (3) 

 

Additionally, in a reaction path where two molecular reactants MA and MB approach each other, the 

intermolecular interaction energy Eint between MA and MB can be also obtained from a supermolecular 

point of view: 

 𝐸𝑀𝐴𝑀𝐵 = Eint + EMA 
0   + EMB 

0     

where E is the total energy of the MA--MB supermolecule, and EMA 
0  and EMB 

0  correspond to the en-

ergies of reactants calculated in their relevant isolated states, respectively. Thus, 

 

𝜇𝑀𝐴 =  (
𝜕𝐸

𝜕𝑁𝐴
)

𝑁𝐵

=  (
𝜕𝐸𝑖𝑛𝑡

𝜕𝑁𝐴
)

𝑁𝐵

+ (
𝜕 EMA 

0

𝜕𝑁𝐴
)

𝑁𝐵

+ (
𝜕EMB 

0

𝜕𝑁𝐴
)
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     (4) 

 

Since (
𝜕EMB 

0

𝜕𝑁𝐴
)

𝑁𝐵

= 0 and μMA
° = (

𝜕 EMA 
0

𝜕𝑁𝐴
)

𝑁𝐵

 

∆EMAMB ≈ [(
𝜕Eint

𝜕𝑁𝐴
)

𝑁𝐵

− (
𝜕Eint

𝜕𝑁𝐵
)

𝑁𝐴

+ μMA
°  − μMB

° ]  ∆NA= (μMA − μMB) ∆NA        (5) 

 

In previous works37, 38, a relationship between cDFT and Quantum Chemical Topology (QCT) was 

explored by computing the first-order variation of the coulomb intermolecular interaction energy 

with respect to the number of electrons from interacting domains of the modified electron localiza-

tion function ELFx.41 In the context, this variation was defined as 𝐸𝑑𝑢𝑎𝑙
𝐶𝑜𝑢𝑙  : 

𝐸𝑑𝑢𝑎𝑙
𝐶𝑜𝑢𝑙= (

∂Ecoul
int

∂NA
)

NB

 −  (
∂Ecoul

int

∂NB
)

NA

  

According to Eq. (5), Edual can be extended beyond its sole coulomb contribution as follows : 

𝐸𝑑𝑢𝑎𝑙 =  (
𝜕𝐸𝑖𝑛𝑡

𝜕𝑁𝐴
)

𝑁𝐵

− (
𝜕𝐸𝑖𝑛𝑡

𝜕𝑁𝐵
)

𝑁𝐴

= 𝜇𝑀𝐴 − 𝜇𝑀𝐵 − (𝜇𝑀𝐴
° −  𝜇𝑀𝐵

° ) = (𝜇𝑀𝐴 −  𝜇𝑀𝐴
° ) − (𝜇𝑀𝐵 −  𝜇𝑀𝐵

° )

= ∆𝜇𝑀𝐴 −  ∆𝜇𝑀𝐵       (6) 



 

 
 
∆EMAMB is stabilising (negative) when (𝜇𝑀𝐴 −  𝜇𝑀𝐵) and ∆NA are opposite sign. In this approach, the 

chemical potentials of each interacting fragments differ when the interaction energy between MA and 

MB changes. Equation (5) clearly remains a reasonable approximation for a typical association reaction 

MA + MB → MA--MB where geometries of reactants and transition state remains close, one can neglect 

the change of the external potential. Overall, in a chemical reactive process, the electronegativity equal-

ization principle, indicate that the electron transfer between subsystems should continue until their rel-

ative electronegativity values become equal. From Equation (6) this means that Edual goes the minimal 

limit −(𝜇𝑀𝐴
° − 𝜇𝑀𝐵

° ) at the equilibrium. Therefore a large  −(𝜇𝑀𝐴
° −  𝜇𝑀𝐵

° ) should be linked to a large 

interaction energy between the reactants. We recover here the rule “|Δμ| big is good “ already postu-

lated by Parr and Yang thirty years ago.22, 42 In contrast, when MA and MB are located far from each 

other, µMA/MB → µ°MA/MB and Edual goes to zero. Interestingly, a mimicking of Edual onto the interaction 

energy can thus be expected. Note that some of us have proposed a way to compute the Edual quantity 

based on the interacting quantum chemical topology domains. 37 

 
3. Computational Details.  

3.1 Constrained DFT (CDFT). In this article, we assume that the reader is familiar with the CDFT 

method because numerous presentations of the methodology and many applications have already 

been published in the literature. 43-46 Briefly, CDFT computes diabatic states for charge transfer re-

actions typically using the KS-DFT formalism. CDFT allows the accurate calculation of charge trans-

fer phenomena in a quantitative way and it was widely used not only in charge transfer mechanisms 

but also in chemical reactivity, applied to ground states, excited states and to compute the barrier 

heights. The CDFT framework was proposed for solving the electronic structure of any molecular 

system within the following constraint on the electron density: 

 

𝜃 = ∫ 𝑤(𝒓) 𝜌(𝒓)𝑑𝒓 − 𝑁 = 0 

 N is the targeted population (computed in electrons) depending on weight functions w(r) 

that define the constraint. This latter is directly related to the partition of the molecular space used 

to define the subsystem in the supermolecule. The constrained lowest-energy state can be obtained 

from an optimization problem via the standard method of Lagrange multipliers.47 

 



 

𝑚𝑖𝑛⏟
𝜌

𝑚𝑎𝑥⏟
𝜆

(𝐸𝐷𝐹𝑇 +  𝜆 𝜃) 

 Herein, EDFT is the DFT energy and λ is the Lagrange multiplier. The constrained electron 

density deviates from the constraint-free adiabatic ground-state density, making it a typical dia-

batic  state. The weight functions depend on the partitioning of the electron density within the 

complex and on how electrons are assigned to the molecular fragments. Within the software Q-

Chem, the weights are built as a linear combination of the Becke’s atomic partitioning functions in 

which a set of empirical atomic radii are used.48, 49 The summation runs over the atoms and the spin 

within the system. The weight function is designed to be close to one near a given atom and falls to 

zero near any other atom in the system. 

 

3.2 Level of Theory. The B3LYP hybrid functional level with the QChem5.4 software was used for 

all calculations of total and intermolecular interaction energies.50 The standard all-electron cc-p-

VDZ was used for all atoms except for the CuCO complex, where the TZV basis set was used. The 

empirical dispersion correction D3-BJ of Grimme51 has been employed for the benzene dimer sys-

tem since the dispersions effects need to be taken into account. The empirical atomic radii of Bragg-

Slater have been used for the Becke’s partition scheme used in the constrained DFT calculations.48  

 
4. Practical Computation of local interacting chemical potentials  
 

The CDFT diabatic energies such as 𝐸(𝑁𝑀𝐴
° + 1, 𝑁𝑀𝐵

° ) constraints the (𝑁𝑀𝐴
° + 1) population (and th 

corresponding spin) within the MA fragment defined by the Becke’s scheme and NMB
°  population in 

the MB fragment, NMA
°  and NMB

°  being the total population of the isolated molecules, MA and MB 

being respectively calculated in their relevant isolated states. For example, 𝐸(𝑁𝑀𝐴
° + 1, 𝑁𝑀𝐵

° ) is the 

total energy when the MA fragment vertically ionized (NMA
° → NMA

° + 1) and the fragment MB in-

teracts. Thus, within the finite difference approach, the interacting chemical potential of the do-

nor μMA  can be defined as follows, 

 

𝜇𝑀𝐴 ≈
𝐸(𝑁𝑀𝐴

° + 1, 𝑁𝑀𝐵
° ) − 𝐸(𝑁𝑀𝐴

° − 1, 𝑁𝑀𝐵
° )

2
 

 

and similarly for the acceptor, 

 



 

𝜇𝑀𝐵 ≈
𝐸(𝑁𝑀𝐴

° , 𝑁𝑀𝐵
° + 1) − 𝐸(𝑁𝑀𝐴

° , 𝑁𝑀𝐵
° − 1)

2
 

 

In these two latter expressions, the energy remains a function of the number of electrons which is a 

piecewise quantity comprised by straight lines joined at integer number of electrons. To practically com-

pute the CDFT diabatic energies, the applied charge constraint is designed to preserve the Becke’s 

charges found in the isolated fragments used here as a reference. For instance, the chemical potential 

µMA is computed by evaluating the diabatic energies  𝐸(𝑁𝑀𝐴
° , 𝑁𝑀𝐵

° + 1) and 𝐸(𝑁𝑀𝐴
° , 𝑁𝑀𝐵

° − 1), where 

the Becke’s charges of fragment MA have been constrained to those found in the isolated corresponding 

fragment. This enables to roughly frozen the electron density within a specified fragment, which is es-

sential since it has been shown that the contribution of such frozen density to the total energy is domi-

nant, while those of polarization and charge transfer remain small.52 Even though it has been shown that 

Becke’s partition may not the most suitable for computing a physically sound charge transfer between 

molecular fragments53, the calculation of interacting chemical potentials essentially requires to maintain 

the charges distribution found in the targeted isolated fragment. For the dative systems, the metal-

ligand interactions and the reactive systems where the charge transfer can increase, a spin constraint 

has also been applied in addition to the charge constraint. 

Finally, Edual computed within the CDFT context is the difference between the interacting chem-

ical potentials defined as follows, 

 

𝐸𝑑𝑢𝑎𝑙
𝐹𝐷 ≈

𝐸(𝑁𝑀𝐴
° + 1, 𝑁𝑀𝐵

° ) − 𝐸(𝑁𝑀𝐴
° − 1, 𝑁𝑀𝐵

° ) − 𝐸(𝑁𝑀𝐴
° , 𝑁𝑀𝐵

° + 1) + 𝐸(𝑁𝑀𝐴
° , 𝑁𝑀𝐵

° − 1)

2

− (𝜇𝑀𝐴
° − 𝜇𝑀𝐵

° )   (7) 

 

Equation (7) should be reasonably accurate for all non-covalent interactions (hydrogen bonds, hal-

ogen bonds, VdW, etc..) or at the beginning of the chemical reaction paths where the charge transfer 

from the donor to the acceptor remains enough small. In the paper, we explore the ability of Equa-

tion (7) to describe and to predict the topology of the potential energy curves including its rele-

vance when the chemical reactivity potentially involve other interactions. Two selected examples 

have been explored through a typical SN2 mechanism and for a Diels Alder mechanism. 

 

 



 

5.  Applications to the Chemical Reactivity 

5.1 Selected Systems. In principle our methodology can be applied to any system or chemical reac-

tion where a charge transfer occurs from a donor to an acceptor moieties. Overall, we explored the 

conformational space of the interacting fragments MA (donor) + MB (acceptor) → MA--MB, seeking 

minima and maxima on the potential energy curves of Edual
FD  using the constrained DFT methodol-

ogy. For all selected systems, we do not disregard that the calculation of Edual is related to small 

changes in the total energy computed at the first-order variation when the external potential v(r) 

remains constant (Equation (3)). This implies that geometries of reactants and transition state 

need to remain close, so that we can neglect the change of the external potential. As shown in Figure 

1, we review some examples where the applicability of Edual has been evaluated. First, we consid-

ered bounded by non-covalent interactions: the benzene dimer and a typical hydrogen bond FH—

CO/OC. Dative bond schemes  for N2 + BH3 → N2BH3  for the formation of borazane NH3 + BH3 → 

NH3BH3 and for the metal-ligand interaction Cu (2S) + CO (1Σ+)→ CuCO (2A’) have then been con-

sidered. Thereafter, we have considered two reactive processes with the well-known example of 

the SN2 reaction Cl- + CH3Cl→ CH3Cl + Cl- and for the classical Diels Alder mechanism C2H4 + C4H6 

→ Cyclohexene which remains a subject of intensive studies. For non-covalent and weak donor-

acceptor systems the geometries of fragments have been frozen and maintained to their isolated 

geometry in all calculations.  

 

Figure 1. Selected Systems 



 

 

For clarity and the tractability of the data analysis, all the provided curves have been displayed as 

normalized plots 
𝒇−𝒎𝒊𝒏 (𝒇)

𝒎𝒂𝒙(𝒇)−𝒎𝒊𝒏 (𝒇)
 where f is the studied function namely f ≡ interaction energy or f ≡ 

𝐸𝑑𝑢𝑎𝑙
𝐹𝐷 . 

 

5.2 Results and Discussion 

5.2.1 Non-covalent Interactions. Let us consider the case of typical non-covalent systems for which 

the charge transfer between monomers is expected to be small and the geometries of reactants and 

transition state remain close. We begin with the hydrogen bonding scheme. Numerous theoretical 

and experimental studies on the nature and the strength of hydrogen bonds (HB) can be found in 

the scientific literature, which testifies to the importance of this donor-acceptor interaction scheme 

in any field in chemistry and in biology. Thus, efforts to better understand HB interactions remain 

of interest. For example, the case weakly bound dimer complexes FH--CO and FH--OC  both of them 

are associated with a minimum, FH--CO being the most stable complex.54 Figure 2 displays two 

comparative studies of the variation of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  v.s. the DFT intermolecular interaction energy. The 

first one describes the rotation of CO around the center of mass of the FH molecule (see Figure 1). 

The second study describes the formation process FH (1Σ+) + CO (1Σ+) → FH--CO (C∞v). 

 

 

Figure 2. Comparative study of the normalized variation of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   (black) v.s. the DFT intermolecular interaction energy (red). 

The orientation of monomers is displayed in Figure 1 (a) Rotation of the CO species around the FH molecule (mass centers of 
reactants separated from 3 Å) calculated at the B3LYP/cc-pVDZ level of theory. (b) FH + CO → FHCO energy surface calculated 

at the B3LYP/cc-pVDZ level of theory as a function of the C-H distance (Å). The geometries of reactants is constrained to that 
obtained in their isolated states (see Figure 1). 
 

Figure 2 (a) illustrates that 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  closely aligns with the DFT curve, particularly the nearly identical loca-

tion of critical points. Indeed, we observe two minima for α = 0° (FHCO) and α = 180° (FHOC) whereas a 

maximum is observed for α = 90° (the CO fragment is perpendicular to the FH fragment). It highlights an 



 

excellent mapping of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   and the DFT intermolecular interaction energy. Hence, Figure 2 (b) displays 

the 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   profile for the formation of FHCO, notably the location of the global minima (around 2 Å). 

Again, 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   appears in excellent agreement with the DFT profile.  

 Another example of non-covalent system is the forming benzene dimer which is an interesting 

system for evaluated our methodology when it comes to studying non-covalent interactions where the 

dispersion effects can be large.55 Numerous theoretical as well as experimental studies showed that two 

main stable structures are competitive with each other (each of them being part of the S22 database56: 

the T-shaped dimer where the two cycles are perpendicular to each other, with one hydrogen pointing 

towards the center of the other cycle and the parallel displaced dimer where the two cycles are parallel 

but slightly offset from each other (see Figure 1). The first experiments, which concluded that it was a 

polar dimer, initially suggested that it was in a T-shaped conformation. It wasn't until the early 1990s 

with the first Raman spectroscopic analyses that it was shown that the benzene dimer existed in two 

different forms, one with a higher degree of symmetry than the other. In this section, we explore the 

geometries around the stable planar displaced conformation, examining the rotation of the C6H6 mono-

mers around the minima associated with the planar displaced structure, as depicted in Figure 1. Figure 

3 displays this comparative study of the variation of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  v.s. the DFT intermolecular interaction energy. 

 

 
 

Figure 3. Comparative study of the normalized variation of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   (black) vs the DFT intermolecular interaction energy (red) 

for the benzene dimer calculated at the B3LYP-D3/cc-pVDZ level of theory as a function of the angle between the two mon-

omers C6H6. Each monomer is frozen in the geometry of the isolated states (see Figure 1). The distance between the ring 
centers is frozen to 3.6 A. 

 



 

Once more, as shown in Figure 3, 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   corresponds closely to the DFT curve for some geometries 

associated to the rotation of monomers around the stable planar displaced conformation. Notably, 

we observe an almost identical location of the minimum (α = 90°) given by both Edual
FD  and the DFT. 

 
5.2.2 Dative bond. Let us consider the case of the formation of the BH3N2 and BH3NH3 molecules. 

The BH3N2 complex is known as a weak dative bond system.57 The equilibrium structure exhibits a 

short B−N distance near 1.60 Å quite comparable to that of a strong acid−base complex like bora-

zane H3N−BH3. However, its binding energy is lower than 6 kcal/mol. The chemical path of BH3NH3 

has long been known: Fujimoto et al.58 determined in 1974 that the covalent bond formation comes 

from a well-known strong electron transfer between the HOMO of NH3 and the LUMO of BH3 as an 

archetypical strong Lewis acid/base mechanism where the charge transfer from NH3 to BH3 is large. 

The robustness of our methodology was evaluated for these two reaction paths. We then explored 

the conformational space and we looked for the minima on the potential energy curve of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷 . Fig-

ure 4 displays a one-dimensional profile of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷 . 

 

 
 

Figure 4. Comparative study of the normalized variation of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   (black) vs the DFT intermolecular interaction energy (red). 

(a) N2 (donor) + BH3 (acceptor) → N2-BH3; (b) NH3 (donor) + BH3 (acceptor) → NH3-BH3. All calculations at the B3LYP/cc-pVDZ 
level of theory as a function of the N-B distance. The curves correspond to constrained geometries of reactants in their 
isolated states. 

 

We observe a noticeable mapping of Edual
FD   onto the intermolecular interaction energy plot. First of 

all, the weak dative scheme given by 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   for BH3N2  strongly agrees with DFT intermolecular in-

teraction energy since the expected minima between N2 and the Lewis-base BH3 (Figure 4 a) is 

clearly identified on the curve at almost the same location (1.60 Å for 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   vs 1.55 Å for  DFT). 

Regarding the borazane, the location of the minima slightly differs between 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  (1.55 Å) and the 



 

interaction energy (1.65 Å) as observed on Figure 4 b. This indicates that 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  l is less accurate for 

short distances because the charge transfer increases. 

 

5.2.4 Metal-Ligand interactions. The interaction between transition-metal atoms and CO is of significant 

interest as a fundamental model for both molecular and surface chemistry. Among small transition-

metal complexes, metal-monocarbonyls, M-CO have been subject to numerous theoretical investiga-

tions in particular the complex CuCO (2A). 59, 60 A noticeable point for this latter structure is his bent 

geometry (Cs symmetry) whereas other M-CO complexes are linear. DFT calculations showed that the 

linear Cu-CO corresponds to a transition state.61 The stabilization energy ranges from a few kcal/mol to 

a typical donor – acceptor bonding scheme. Therefore, it is an interesting to challenge the 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   meth-

odology demonstrating its ability to characterize this bent structure. Figure 5 shows two comparative 

studies of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   vs DFT. The first one (Figure 5a) reports the curves for the reaction CO + Cu  → CuCO 

whereas the second one (Figure 5 b) gives the rotation of CO around Cu (see Figure 1). We used a time-

tested process based on the frozen center of mass separation (3 Å) of CO and Cu and the rotation angle. 

 

Figure 5. Comparative study of the normalized variation of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  (black)  v.s. the DFT intermolecular interaction energy (red) 

(a) CO (donor) + Cu (acceptor, 2A) → CuCO calculated at the B3LYP/TZV level of theory as a function of the Cu-C distance. (b) 
Rotation of the CO species around Cu (calculated at the B3LYP/TZV level of theory The curves correspond to a constrained 
geometries of reactants in their isolated states. 
 

Up to now most descriptions of the bonding of the metal-CO complexes, rely on the traditional pic-

ture of Dewar, Chatt, and Duncanson (DCD) model based on a balance between σ donation from the 

carbonyl (the carbon lone pair) to the vacant orbital of the metal atom and π back-donation from 

the metal to the CO π* orbital. 62 By definition, 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   takes into account both the donation and the 

back-donation schemes. As shown in Figure 5 a, the profile of Edual
FD   obtained for the reaction Cu + 

CO → CuCO mimicks well the DFT curve in particular the minima between CO  and the copper atom 



 

is clearly identified on the both curves even if the location of minima differs (1.70 Å for 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  vs 2.0 

Å for DFT). This could explained by the relatively large variation of the total charge transfer (dona-

tion + back-donation) upper than 0.2 electron between Cu and CO when the RCu-C distance ap-

proaches of the equilibrium distance (around 1.9 Å).59 In the latter case, 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   is expected to be less 

accurate in this short distances regime because the charge transfer increases. For the comparative 

studies where the Cu-C-O angle (Figure 5 b) gradually increases from 130° to 160°, the 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  and 

DFT plots are almost in perfect agreement showing a minimum for the bent structure (Cu-C-O angle 

of 139°). 

 

5.2.5 Chemical Reactivity  

The SN2 reactivity : Cl- + CH3Cl 

The determination of chemical processes for a given chemical rearrangement is an issue of major con-

cern. The usual approach toward the quantum mechanical representation of chemical reactions is based 

on the evolution of the energy profile along the channel connecting the reactants to products. For asso-

ciative reactions (A + B → AB) involving non-covalent interactions, the methodology 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  is expected to 

predict the profiles of the intermolecular interaction energy, especially at long distances where the cou-

lomb contribution largely predominates in the interaction between reactants. When the interaction be-

tween fragments MA and MB begins, 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  should be able to account for the overall behavior of the 

interaction energy variation, gradually decreasing until the observed minimum at the equilibrium dis-

tance where the chemical potentials of the reactants tend to equalize. Our results clearly demonstrate 

that non-covalent interactions can be adequately described by this methodology, thus, it is tempting to 

extend this work to interactions where the covalent component can become significant. We first con-

sider the case of a second-order nucleophilic substitution (SN2), a one-step chemical reaction during 

which a transition state, characterized by a saddle point on the potential energy surface, is formed. 

However, the first step of such a reaction may correspond to the formation of a pre-reactive complex 

formed by weakly bound reactants. This is a tetrel bond, which can involve all elements of Group IV.63 

As illustrated in Figure 1, we propose to address an archetype of SN2 reactivity with the reaction pathway 

Cl- + CH3Cl → ClCH3 + Cl−. The purpose of this section is to explore the applicability of our methodology 

to such reactions. The polarization of the Cl-C bond in the reactant leads to a depletion of charge density 

at the sp3 hybridized carbon along the extension of this Cl-C bond, creating a σ-hole. The fluoride ion, 

due to its excess charge density, can then interact with this hole and form a σ-bond with the carbon. 



 

This step can lead to the stabilization of a pre-reactive complex Cl-CH3, which then starts the reaction 

towards the transition state. Figure 6 displays a comparative profile 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  vs DFT. 

 

Figure 6. Comparative study of the normalized variation of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   (black) vs the DFT intermolecular interaction energy (red) 

for the SN2 reaction Cl- + CH3Cl calculated at the B3LYP/cc-pVDZ level of theory on geometries along the IRC. 
 
 
 

At long distances, the 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  detects the formation of the tetrel bond Cl-●●●CH3Cl where the fragments 

are gradually brought closer together, 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  forms a minimum associated with the pre-reactive complex 

at an equilibrium distance dCl−C ≈ 2.82 Å. This distance is close enough to the DFT reference value of 

3.06 Å. In addition the 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   profile gradually rises to a maximum observed at a distance dCl−C ≈ 2.38 Å. 

The profile then logically decreases again. These results clearly demonstrate that 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷 , in the con-

strained DFT framework is able to describe and predict a mechanism involving the formation or breaking 

of bonds beyond the non-covalent systems. 

 
The Diels Alder (DA) reaction C2H4 + C4H6 
 

Another example illustrating the presence of a kinetic barrier is the pericyclic concerted Diels-Alder re-

action which has become one of the most widely used methods in synthetic organic chemistry for car-

bon-carbon bond formation.64 It has also been central in the developments of theoretical models of 

pericyclic reactions. 65 In particular, the DA reaction between ethylene and 1,3-butadiene to yield 



 

cyclohexadiene is often taken as the textbook example of a pericyclic reaction.66, 67 Figure 7 shows a 

comparative study of the normalized variation of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   vs DFT following the RCC distance (see Figure 1) 

 
 

 
Figure 7. Comparative study of the normalized variation of 𝐸𝑑𝑢𝑎𝑙

𝐹𝐷   (black) v.s. the DFT intermolecular interaction energy (red) 
for the Diels-Alder reaction C2H4 + C4H6 calculated at the B3LYP/cc-pVDZ level of theory as a function of the RCC coordinate. 
 

The challenge in this study lies in testing whether the methodology can accurately replicate the activa-

tion barrier. As shown on Figure 7, 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  closely aligns with the DFT curve which gradually rises from the 

large distances RCC to a saddle-point observed for 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   at RCl−C ≈ 2.3 Å. This latter distance is very close 

to the DFT value of 2.2 Å. These results unequivocally illustrate that 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷 , computed within the con-

strained DFT framework, aptly describes and predicts a chemical process that encompasses a transition 

state, extending beyond a straightforward associative process like MA-MB, which does not involve any 

kinetic.  

 

6. Basis sets and DFT functional Dependence. A crude analysis of  the dependence of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   on the 

choice of the basis set and the employed DFT functional (Figures S1-S8) has been conducted to enhance 

our understanding of computational results. Illustrative examples for FHCO and NH3BH3 are provided in 

supplementary information. Once the basis set is sufficiently large to describe the system well (cc-pVDZ 

or cc-pVTZ), the profiles of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  are well reproduced by the three selected functionals (PBE (GGA), rev-

TPSS (meta-GGA) , wB97X-D3 (hybrid GGA)) and even at the Hartree-Fock level of theory. Despite small 

observed differences, the profiles of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  are reasonably well reproduced regardless of the basis set, 

including the Pople-style basis set 6-31G(d, p). For FHCO, the best agreement between 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   and the 

DFT interaction energy is achieved at the B3LYP/cc-pVQZ level of theory. In the case of the formation of 

BH3NH3, the previously observed noticeable discrepancy between the minima location obtained from 



 

𝐸𝑑𝑢𝑎𝑙
𝐹𝐷   and the DFT interaction energy is consistently noted, irrespective of the DFT functional or basis 

set employed. 

 
 

7. About energy contributions of chemical potentials. It has long been well-known that the electrostatic 

contributions account for a large fraction of the interaction energy for most intermolecular and non-

covalent interactions even though other contributions are not necessary negligible or very small. In the 

context of this work, it is interesting to quantify the role and the magnitude of the diabatic DFT energies 

contributions involved in the calculation 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷 . In DFT,  it is customary to express the total energy func-

tional, E[ρ] as a combination of other functionals with well-defined physical and chemical meaning. Here, 

we consider a possible way to perform such decomposition :  E[ρ] = KE[ρ]  + Ecoul[ρ] + EXC[ρ]  where KE[ρ]  

is the non-interacting kinetic energy, EXC[ρ] is the exchange–correlation energy, and Ecoul[ρ] is the classi-

cal coulomb energy. The latter can be further decomposed into the electron-nuclear interaction energy, 

the classical component of the electron–electron interaction and the nuclear-nuclear interaction energy. 

In a same way, the diabatic energies 𝐸(𝑁𝑀𝐴
°  ± 1, 𝑁𝑀𝐵

° ± 1) and thereafter, 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷 can be decomposed 

as follows : 

𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  =  𝐸𝑑𝑢𝑎𝑙

𝐹𝐷,𝐾𝐸 + 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷,𝑐𝑜𝑢𝑙 +  𝐸𝑑𝑢𝑎𝑙

𝐹𝐷,𝑋𝐶        (8) 

 

Where , 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷,𝐾𝐸  is the kinetic energy part, 𝐸𝑑𝑢𝑎𝑙

𝐹𝐷,𝑐𝑜𝑢𝑙  is the total coulomb contribution and Edual
FD,XC is the 

total exchange-correlation contribution. For example, Edual
FD,coul only involves the total coulomb contribu-

tions of constrained DFT energies 𝐸(𝑁𝑀𝐴
° + 1, 𝑁𝑀𝐵

° ) , 𝐸(𝑁𝑀𝐴
° − 1, 𝑁𝑀𝐵

° ) , 𝐸(𝑁𝑀𝐴
° , 𝑁𝑀𝐵

° + 1)  and 

𝐸(𝑁𝑀𝐴
° , 𝑁𝑀𝐵

° − 1). We select different systems previously studied. Figures 8 and 9 display the evolution 

of Edual
FD  without the exchange-correlation terms. 

 

 
Figure 8.  (a) Comparative study of the normalized variation of 𝐸𝑑𝑢𝑎𝑙

𝐹𝐷,𝑐𝑜𝑢𝑙 + 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷,𝐾𝐸  (blue) vs total 𝐸𝑑𝑢𝑎𝑙

𝐹𝐷  (black). (a) Rotation of 
the CO species around the FH molecule (mass centers separated from 3 Å) calculated at the B3LYP/cc-pVDZ level of theory. 



 

(b)  ) N2 (donor) + BH3 (acceptor) → N2-BH3 , reaction process computed at the B3LYP/cc-pvdz level of theory according to the 
N-B constrained distance. 

 

Figure 9.  (a) Comparative study of the normalized variation of 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷,𝑐𝑜𝑢𝑙 + 𝐸𝑑𝑢𝑎𝑙

𝐹𝐷,𝐾𝐸  (blue) vs total 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷  (black). (a) SN2 reaction 

Cl- + CH3Cl → ClCH3 + Cl- calculated at the B3LYP/cc-pVDZ level of theory (b) Diels-Alder reaction C2H4 + C4H6 → Cyclohexene 
calculated at the B3LYP/cc-pVDZ level of theory. 
 
 

The analysis of Figures 8 and 9 leads us to the following pithy comments: the curves of the sum 

𝐸𝑑𝑢𝑎𝑙
𝐹𝐷,𝑐𝑜𝑢𝑙 +  𝐸𝑑𝑢𝑎𝑙

𝐹𝐷,𝐾𝐸  (exchange-correlation contributions are disregarded) are quite comparable regard-

less of the system studied in this article. We particularly note that the locations of critical points (minima 

and maxima), appear in reasonable agreement with the total 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷 . The results confirm that the cou-

lomb potential and the kinetic energy account for a large fraction of the interaction energy whatever 

the donor-acceptor molecular system studied in this paper. 𝐸𝑑𝑢𝑎𝑙
𝐹𝐷,𝑐𝑜𝑢𝑙 remains the driving term of the 

chemical reactivity when the two molecules interact. We can, however, note that the TS position for the 

Diels-Alder reaction has been approximatively shifted from a RCC distance of 2.3 Å to a distance 2.1 Å, in 

better agreement with the DFT energy profile (see Figure 7). As these examples clearly confirm that the 

coulomb interaction largely contribute to the driving force of the intermolecular interaction between 

MA and MB, future works will focus on the fine-tuning simplified models of Edual
FD,coul where the total cou-

lomb interaction between the fragments will be particularly well addressed with, for example, the use 

of localized orbitals to properly describe the interaction between the reactants. The block-localized 

wavefunction (BLW, also known as extremely localized molecular orbitals) allows to define fragments 

with integer number of electrons even for the case of strongly interacting fragments as typically ob-

served in transition states.68 These localized orbitals will be used to improve Edual
FD,coul for strongly inter-

acting fragments, since they come together with orbital energies and are indeed strictly localized on the 

atoms of the fragment considered. 



 

8. Concluding Remarks. By combining both the conceptual and the constrained DFT approaches, we 

proposed in a proof-of-concept study, an original point of view leading to an efficient scheme able to 

describe and predict the chemical paths. We have shown, in a rigorous way, how the first-order variation 

in the energy expressed in terms of the response to changes in the number of electrons where the ex-

ternal potential remains unchanged (interacting chemical potentials) can be a tractable quantity to drive 

the chemical reactivity between the reactants. Beyond non-covalent bonds, our methodology has also 

been tested with a SN2 and a Diels-Alder mechanism showing kinetic barriers along the reaction path. 

For all systems, our approach unveils a noticeable mimicking of Edual onto the DFT intermolecular inter-

action energy and we show that the global minima, but also structures higher in energy, can be clearly 

identified in order to predict the chemical reaction paths. For the SN2 mechanism, Edual effectively iden-

tifies the formation of the pre-reactive complex and traces the profile towards the transition state. 

Moreover, even when Edual is restricted to its sole coulomb and kinetic contributions, it successfully de-

scribes the locations of the minima and the transition states in agreement with the results obtained in 

DFT. These latter results suggest that numerous potential energy surfaces of clusters can be explored 

using a Sanderson-like model only based classical interactions between molecular orbitals domains. To 

conclude, we note that this work has contributed to foster a deeper understanding of the principles of 

conceptual DFT and assessed its effectiveness in semi-quantitatively predicting chemical reactivity 

within a broader context. 
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