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Abstract
This paper focuses on studying the facial expressions of both client and therapist in the context of Motivational
Interviewing (MI). The annotation system Motivational Interview Skill Code MISC defines three types of talk, namely
sustain, change, and neutral for the client and information, question or reflection for the therapist. Most studies on
MI look at the verbal modality. Our research aims to understand the variation and dynamics of facial expressions of
both interlocutors over a counseling session. We apply a sequence mining algorithm to identify categories of facial
expressions for each type. Using co-occurrence analysis, we derive the correlation between the facial expressions
and the different types of talk, as well as the interplay between interlocutors’ expressions.
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1. Introduction
Motivational Interviewing (MI) is a directive, client-
centered therapeutic approach designed to collab-
oratively facilitate behaviour change by enhanc-
ing individuals’ intrinsic motivation (Miller and Roll-
nick, 2012), which represents an individual’s de-
sire to initiate change, driven by personal values
and beliefs (Vallerand, 2000). MI’s efficacy is the
the ability to foster meaningful client-therapist in-
teractions, serving both as a mechanism for estab-
lishing rapport (Deci and Ryan, 2012; Van Minke-
len et al., 2020) and a medium for targeted inter-
ventions. Both verbal and non-verbal cues are piv-
otal in this context, serving as tools to enhance the
quality of interaction and rapport-building (Tickle-
Degnen and Rosenthal, 1990).

Within the MI framework, several authors have
created dataset based on real motivational inter-
views, containing series of counseling videos, an-
notated following a specific MI code scheme. Cod-
ing frameworks like MISC (Motivational Interview-
ing Skill Code) (Miller et al., 2003) and MITI (Mo-
tivational Interviewing Treatment Integrity) (Moy-
ers et al., 2003) are frequently employed to iden-
tify MI codes and behaviours associated with both
therapist and client. These annotations establish
a structured guideline, categorizing therapist be-
haviours such as Reflection, Question or Advice
and, client type of talks such as Change, Sustain,
and Neutral Talk. These categorizations facilitate
the evaluation of interactions within MI from re-
searcher’s desired perspective. While the verbal
aspects of MI have been extensively studied, there
is a notable gap in the literature concerning the
role of non-verbal behavior, specifically facial ex-
pressions, in such interactive contexts (Torre et al.,

2021), where they play a key role in establishing
a social rapport (Tickle-Degnen and Rosenthal,
1990) and facilitating intrinsic motivation initiation
during MI sessions.

Our aim is to explore the co-occurrences be-
tween distinct categories of MI type of talks and the
facial expressions exhibited by both therapists and
clients. The study also extends to analyze the re-
ciprocal interplay between both interlocutors facial
expressions during MI sessions. By focusing on
these under-investigated components of MI, the
current research aims to augment the extant liter-
ature, thereby offering a more comprehensive un-
derstanding of non-verbal behavior in Motivational
Interviewing.

2. Background
Motivational Interviewing (MI) is a client-centered
counseling approach that seeks to amplify an in-
dividual’s intrinsic motivation to behaviour change
by addressing and resolving ambivalence. At the
heart of MI is the concept of motivation, which
spans a continuum from extrinsic to intrinsic mo-
tivation. While extrinsic motivation comes from
external rewards and praise, intrinsic motivation
comes from an internal desire to accomplish a
goal (Vallerand, 2000). The primary objective of
MI is to initiate intrinsic motivation, with a particu-
lar emphasis on fostering autonomy. Autonomy,
defined as the capacity to make choices and dic-
tate one’s actions, is a pivotal element that thera-
pists leverage during MI sessions to initiate intrin-
sic motivation (Resnicow et al., 2002; Miller and
Rollnick, 2012). This emphasis on autonomy has
led researchers to draw parallels between MI and
Self-Determination Theory (SDT) (Deci and Ryan,
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2012). SDT posits three fundamental psycholog-
ical needs: autonomy, competence (the belief in
one’s ability to learn and gain skills), and relat-
edness (the sense of connection and belonging
to a group). Several studies have attempted to
explore the interplay between MI and the compo-
nents of SDT. For example, (Van Minkelen et al.,
2020) explored how relatedness, plays a role in
motivational therapy settings, finding a strong link
between non-verbal signals and this sense of con-
nection. (Baker et al., 2020) supported this, high-
lighting a tie between relatedness and social rap-
port, which is was also defined as the sense of
connection and harmony felt during a a social in-
teraction by (Tickle-Degnen and Rosenthal, 1990).
This social rapport is built through positive emo-
tions, shared attention, and coordinated actions
over an interaction. Additionally (Torre et al., 2021)
recently pointed out the importance of smiling as a
non-verbal signal in therapy sessions, underscor-
ing its part in expressing positive emotions, a key
element in building social rapport.

Building on this foundation, he interplay be-
tween verbal and non-verbal cues materializes as
a critical determinant of the quality of the social in-
teraction. The nuances of these behaviours can
significantly influence the dynamics of therapeu-
tic interactions from a social standpoint (Burgoon
et al., 1995; Klohnen and Luo, 2003; Berscheid,
1994). These dynamics can be conceptualized
as adaptations of interpersonal verbal and non-
verbal behaviours. Given the theoretical consider-
ations of Self-Determination Theory and the theory
of rapport as guiding frameworks, it becomes rele-
vant that non-verbal behavior adaptation holds sig-
nificant potential in enhancing the interaction qual-
ity of Motivational Interviewing.

3. Related Works
In the computer science domain, MI has elicited
considerable interest from researchers. A par-
ticular effort is being made in exploiting anno-
tated corpus, obtain from public and private data
sources, presenting interactions between humans
in MI contexts (Wu et al., 2023; Pérez-Rosas et al.,
2016; Rubak et al., 2005). The use of computa-
tional methodologies aims to gain a better under-
standing of behavioural specificities and their con-
sequent implication in therapeutic session.

Several researches in MI have been dedicated
to the development of automated tools for counsel-
ing practices quality assessment. (Pérez-Rosas
et al., 2019) investigated the linguistic dynam-
ics inherent in counseling conversations. Her
analysis of interaction patterns, linguistic align-
ment, sentiment, and thematic content unveiled
distinctive linguistic markers that differentiate high-

quality counseling from its lower-quality counter-
part. In parallel, (Lord et al., 2015) analyzed lan-
guage style synchrony between counselors and
clients, relying on the Linguistic Inquiry and Word
Count (LIWC) lexicon to measure how counselors
match their clients’ language. Additionally, in
terms of automatic behaviour assessment and de-
tection, (Xiao et al., 2012) integrated acoustic and
linguistic data to assess the empathetic responses
of counselors.

In the recent years, with the advances of ma-
chine learning (ML), studies started usingMLmod-
els and Natural language processing (NLP) tech-
niques to optimize these detection and evalua-
tion techniques on MI corpus. Recent contribu-
tion by (Tran et al., 2023) out-passes the previ-
ous works concerning the assessment of therapist
empathy during MI sessions, using machine learn-
ing techniques and verbal features to provide in-
sights into the therapeutic process. (Tanana et al.,
2015) utilized recursive neural networks to identify
counselor statements that discuss client change
talk. However, a common thread weaving through
these studies is their predominant focus on verbal
and textual data. Except the notable work done by
(Nakano et al., 2022), which accentuates the role
of both verbal and facial cues in discerning change
talk during MI, focusing on the client’s perspective
and specific behaviours.

A gap in the existing literature is the limited at-
tention to non-verbal cues in the context of MI.
Based on our theoretical framework and using se-
quence mining algorithms, our study is positioned
to bridge this gap, aiming to unravel the intricate
dynamics of non-verbal behaviours and their influ-
ence on the quality of MI sessions. We are par-
ticularly interested in exploring the co-occurrences
between specific MI behaviours (Type of talks) and
the non-verbal cues, specifically the facial expres-
sions exhibited by both therapists and clients. The
study also extends to analyze the reciprocal inter-
play between both interlocutors facial expressions
during MI sessions. Given this backdrop, our work
aims to answer to these specific research ques-
tions.

• RQ1 : Do specific MI behaviours or annotated
types of talk co-occur with distinct categories
of facial expressions?

• RQ2 : Do therapists exhibit adaptive be-
haviours in response to clients that positively
influence MI quality?

• RQ3 : How significant is positivity manage-
ment, particularly through positive facial ex-
pressions, in the quality of MI?
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4. Methodology
The methodology section starts with an overview
of the AnnoMI database which serves as our pri-
mary data source. Next, it describes the data ex-
traction, filtering, and preprocessing steps, nec-
essary for preparing the dataset for the computa-
tional analysis. The section concludes with a de-
scription of the sequence mining techniques used
to study co-occurrences between dialogue types
and facial action units.

4.1. AnnoMI data base

Figure 1: 133 faithfully transcribed and expert-
annotated demonstrations of high quality (HQ) and
low-quality (LQ) motivational interviewing (MI)

The AnnoMI database, comprises 133 transcribed
therapy conversations collected from YouTube
and Vimeo, each illustrating key MI techniques
(Wu et al., 2023). These sessions were closely
annotated by experts in MI using the Motiva-
tional Interviewing Skill Code (MISC) (Miller et al.,
2003). For therapists, behaviours are grouped
into: Question, Input, and Reflection. Questions
are either open-ended or closed. Inputs cover
knowledge sharing, advice, options, and goal-
setting. Reflections, vital in MI, are either simple
or complex, with the latter adding deeper meaning
to client statements.
Client annotations are based on their stance to-

wards change: Change Talk (favoring change),
Sustain Talk (resisting change), and Neutral Talk
(no clear preference). This categorization, rooted
in MI coding standards and therapist insights, fa-
cilitates a comprehensive analysis. The AnnoMI
dataset, with its verbal annotations and video data,
is crucial for our exploration of verbal and non-
verbal cues in MI, emphasizing the significance of
facial expressions in MI effectiveness.
To ensure the quality of our study, we chose

to include only high-quality MI videos. Accord-
ing to the literature (Miller and Rollnick, 2012), in
high-quality MI, therapist behaviour is more em-
pathetic and client centered, whereas low-quality
MI is characterised by objective instructions and

suggestions. This decision aligns with our fo-
cus on examining the appropriate non-verbal be-
haviours that enhance the quality interaction of MI,
rather than those that may detract from it. Addi-
tionally, we excluded five videos from the dataset
due to their low video quality and unfavorable film-
ing angles, ensuring that our analysis is based on
the most reliable and relevant. In summary, we
started with 133 video interactions of both high and
low-quality MI, totaling 15 hours of counseling ses-
sions. After this filtering, we were left with 109
high-quality counseling videos, amounting to 11.5
hours, featuring 109 distinct therapist-client pairs
(Figure 1).

4.2. Extraction of Action Units
In the initial phase, we employed OpenFace (Bal-
trusaitis et al., 2018), a computer vision toolkit
proficient in facial landmark detection, head-pose
estimation, and eye-gaze estimation. OpenFace
also outputs facial action units (AUs) (Du et al.,
2014), which are based on the Facial Action Cod-
ing System (FACS) (Ekman and Friesen, 1978)
to encode actions of grouped muscles involved in
facial expressions. Each video interaction in the
AnnoMI dataset was represented by three files:
one for the client’s OpenFace data, another for the
therapist’s OpenFace data, both captured at a rate
of 25 frames per second (25 Hz), and a third file
containing the AnnoMI transcripts and their MISC
annotations at the utterance level.
the OpenFace files of both client and the therapist
were combined into a single file. From this merged
dataset, we specifically extracted the Action Units
(AUs) while omitting other features. This resulted
in 2 x 18 facial features, with 18 for each client and
therapist. Each action unit is represented by an
activation feature and an intensity activation value.
The data was then subjected to a median filter for
noise reduction and underwent interpolation to fill
in any missing values. Additionally, we set an in-
tensity threshold of 0.5 for the activation threshold
of action units to ensure the reliability of the data.

4.3. Synchronisation and chunking of
Transcripts with OpenFace Data

Following the filtering of the extracted Action Units
(AUs) from all videos, the next critical step was
to synchronize these data with the transcript and
annotation files. Given that the transcript was at
the utterance level and the AUs were captured
at a rate of 25 frames per second, synchroniza-
tion based on video timestamps was essential to
ensure accurate alignment and matching of di-
alogues and their MISC annotations with corre-
sponding facial expressions.
To further refine the data, we employed a se-

quencing approach that chunked the data based
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on silences and speaking turns. This method
allowed us to construct sequences that corre-
sponded to either a single speaking turn or a turn-
taking silence. Each sequence was then char-
acterized by several indicators: whether it was a
silence or speaking phase, whether the client or
therapist was speaking, and a series of events rep-
resented by the activated AUs during the chunk,
along with the associated MISC code annotation
for that turn as shown in Figure 2.
An ”event” denotes a specific AU activation or a
MISC-coded type of talk. For instance, an event
might be the therapist’s AU06 activation, linked to
smiling, or a ”Question” from theMISC code (Miller
et al., 2003). Each event retained its start time and
duration, preserving the sequence’s temporal con-
text and enhancing our understanding of interac-
tion dynamics.

Figure 2: Representation of Temporal sequence
chunking of data with event example

After chunking the data into sequences of events,
the next step involved encoding these sequences
into numerical formats. Each unique event was
assigned a unique integer identifier descriptor. We
ended up encoding the 109 videos and their anno-
tations into a total of 22958 sequences, described
by 49 possible events (the speaker, the AUs of
both client and therapist, their MI behaviours and
type of talks).

4.4. Dimension Reduction
Our purpose is to study co-occurrences between
facial expressions events and MI behaviours. To
do so, we decided to use a sequence mining al-
gorithm that allows identifying recurrent event pat-
terns in series of sequences. However, before div-
ing into this analysis, it’s crucial to address the high
dimensionality of our data. Dimensionality reduc-
tion is essential in this context. An abundance of
features may severely reduce algorithmic perfor-
mance and increase processing time. By stream-
lining our dataset, we enhance efficiency and ac-
curacy, focusing on the most pertinent features
and eliminating potential redundancies.

At this stage of the study, our dataset was char-
acterized by a multitude of features to describe a
sequence: 2 x 18 facial features (both activation
and intensity), speakers and silence descriptors ,
and 3 types of MISC talks for each of interlocutor
(client and therapist). Given this extensive feature
set, there was a need to pare down the data’s com-
plexity and dimensionality.

Initially, we chose not to consider the intensity of
activation for the Action Units (AUs). We decided
to only take into account the activation value (0 or
1) simplifying our dataset and enhancing the effi-
ciency of our intended sequence mining algorithm.
Also, isolated events with a duration shorter than
0.4 seconds were also disregarded, being viewed
as potential noise.

To further refine our data, we employed hierar-
chical clustering using the City Block (Manhattan)
distance metric (Nielsen and Nielsen, 2016). This
method allowed us to amalgamate closely over-
lapping similar events allowing us to considerably
reduce data complexity.

To manage the extensive number of events, we
employed a support analysis approach. By cal-
culating the occurrence proportion of each event
within sequences, we discerned the most preva-
lent events:

P (e) =
Sequences containing the event e

Total number of sequences
(1)

By setting a minimum occurrence threshold at
0.05, our intention was to filter out rare events,
directing our attention to patterns that are more
prevalent and potentially impactful. Yet, certain
events surpassing this threshold were intentionally
left out. Notably, AU45, which is frequently ob-
served, was excluded due to its association with
eye blinking. The consistent presence of this Ac-
tion Unit could result in multitude of of patterns
that, while recurrent, may not align with the core
objectives of our research.

To reveal the co-occurrence patterns between
the different events that constitute the sequences,
our initial sequence mining approach was in-
spired by the HCApriori algorithm (Dermouche and
Pelachaud, 2016), which combines hierarchical
clustering with the Apriori sequence mining algo-
rithm (Borgelt and Kruse, 2002). However, this
method didn’t yield satisfactory results. One of
the primary challenges we encountered was the
high variability in the duration of events, which
made it difficult to identify consistent and mean-
ingful occurrence patterns. Recognizing these
challenges, we decided to adapt our approach.
We preserved the order of appearance of events
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within each sequence but chose to exclude the du-
ration and starting time parameters. This decision
was pivotal in simplifying our data structure, mak-
ing it more amenable to sequence mining. Using
the seq2pat algorithm (Wang Xin, 2022), which is
based on the Constraint-based Sequential Pattern
Mining (CSPM) approach (Chen and Hu, 2006),
we adeptly identified patterns in sequences.

Upon analyzing the results, we observed high
co-occurrence between specific AUs. For in-
stance, AU25, AU6, and AU12 frequently co-
occurred. This led us to group them functionally
into broader categories:

• Mouth_Up Category: Comprising of AU6,
AU25, and AU12.

• Nose_Wrinkle Category: EncompassingAU9
and AU10.

• Mouth_Down Category: Including AU14 and
AU15.

We also observed that AU26 predominantly co-
occurs during speaking intervals, being consis-
tently present with speech. Given the high preva-
lence of this Action Unit, it tends to produce a
multitude of patterns. While these patterns are
frequent, they may not offer significant insights
aligned with our research goals. To ensure a more
targeted and meaningful analysis, we decided to
exclude AU26. This exclusion allows us to hone
in on patterns that are truly relevant and central to
the objectives of our study.

With these new categories in place, we pro-
ceeded to apply hierarchical clustering once again.
This time, our aim was to temporally fuse events
within these categories, treating them as singular
events. The rationale behind this was to reduce
the granularity of our data, focusing on broader
facial expression categories rather than individ-
ual AUs. Following this refinement, we re-applied
the sequence mining analysis. This iterative ap-
proach, combining both functional understand-
ing of facial expressions and data-driven insights,
aimed to provide a more holistic understanding of
the non-verbal cues in Motivational Interviewing.

5. Results and Discussion
Upon analyzing the refined data using the pattern
analysis, numerous significant patterns of length 2
emerged. A closer examination of these patterns
revealed consistent co-occurrences between spe-
cific types of talks and facial expression cate-
gories.

5.1. Type of talks and Categories of
Facial expression

To assess the interplay between types of talks and
facial expression categories, we compute a co-
occurrence support matrix. This matrix was de-
signed to encapsulate the support values repre-
senting the co-occurrence frequency between dis-
tinct events. Specifically, each matrix cell, de-
noted by Mi,j represents the support value of co-
occurrence between the event from row i and the
event from column j. The matrix can be described
as:

M =


M11 M12 · · · M1n

M21 M22 · · · M2n

...
...

. . .
...

Mn1 Mn2 · · · Mnn



Where:
• Mij is the support value of co-occurrence be-
tween event i and event j.

• n is the total number of distinct events consid-
ered in the matrix.

Figure 3: Each cell of the bar chart illustrates
the support of co-occurrence between the type of
speaker and a facial expression category

In the co-occurrence diagrams, we observe a pre-
dominant presence of themouth_up categories for
both the therapist and the client speaking, as de-
picted in Figure 3. Notably, the therapist’s smile
expressions was most prominent when they were
speaking. While other facial expressions were
also present, their occurrence support values were
comparatively lower. A Chi-squared test was built
around the matrix as a contingency table. Co-
occurrence between each Facial expression cat-
egory and the type of speaker p < 0.001. The con-
sistent presence of smile expression according to
the speaker, emphasizes the positive and collabo-
rative nature of Motivational Interviewing sessions.
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Figure 4: Each cell of the bar chart illustrates the
support of co-occurrence between a frequent type
of (MI) talk and a facial expression category

To dig deeper into the data, we explored the co-
occurrence of facial expression categories in re-
lation to specific MI talk types for both the thera-
pist and client. The type of talks that were most
frequent for each interlocutor were question be-
haviour for therapist, and neutral talk type for
the client. The co-occurrence support of these
talk types with various facial expression categories
are illustrated in Figure 4. Incorporating insights
from the diagram, we can see that specific types
of talks are associated with a heightened propor-
tion of mouth_up facial expression categories p
< 0.05. This trend underscores the inference that
certain conversational elements, particularly spe-
cific types of talks, elicit a more pronounced activa-
tion of positive action units, thereby contributing to
the nuanced dynamics of facial expressions within
the interaction during counselling sessions

Building on our analysis, we further examined
the co-occurrence of facial expression categories
with other MI talk types, specifically the reflection
behavior from the therapist’s perspective and the
change talk from the client’s side. While the
distribution and support of co-occurrence var-
ied compared to the question and neutral talks,
the mouth_up category remained prominently
activated. This consistent prominence of the
mouth_up category across different talk types fur-
ther emphasizes its significance in MI interactions.

this observations directly addresses our re-
search question RQ3. The varied distribution
of co-occurrence of the different facial expres-
sion categories with varied MI talk types suggests
a strong correlation between certain facial ex-
pressions and specific MI behaviours. However,
when we ventured into analyzing the sustain and
information talks, the contingency results be-
tween the facial expression categories and these
type of talk were not significant. The primary rea-

son for this lack of clarity is the infrequent occur-
rence of these specific MI talk types in our dataset.
Their limited presence meant that they rarely co-
occurred in patterns with facial expression cate-
gories, making the interpretation of any potential
relationships challenging.

5.2. inter speaker action units and Type
of talks

In order to investigate role that play social cues
in the dynamics of interaction, it becomes neces-
sary to shift our focus to the inter-speaker anal-
ysis. This perspective is crucial as it sheds light
on the nuanced interplay of facial expressions and
talk types between the two speakers, offering in-
sights into the core of interaction. Notably, by
examining these facial expressions from an inter-
speaker standpoint, we can ascertain that their ac-
tivation are not merely tied to lip movements dur-
ing speech (as for AU26) but have broader impli-
cations in the context of the interaction.

To effectively capture and represent the co-
occurrence proportions from an inter-speaker per-
spective, we adopted the pie chart approach. This
choice was influenced by its ability to succinctly
depict proportions. The co-occurrence proportion
matrix was thus constructed to capture the rel-
ative co-occurrence of specific events with oth-
ers. Specifically, for a given event (e.g., thera-
pist speaks), we first computed the global sup-
port of all patterns containing that event. The pro-
portion of co-occurrence between this event and
another (e.g., mouth_up facial expression of the
client) was then determined by dividing the sup-
port of the pattern containing both events by the
global support of the chosen event. Mathemati-
cally, the proportion PP of co-occurrence between
event A and event B is represented as:

P (A,B) =
Support(A,B)∑

Support(A, all events)
(2)

Where:

• P (A,B) : Proportion of co-occurrence of
events A and B

• Support(A,B) : Support value of the pattern
containing events A and B

• Support (A,all events) : Sum of support
values of all patterns containing event A

5.2.1. Listener’s facial expression category
co-occurrences

Building on this methodology, our initial explo-
ration centered on the facial expression categories
activated in one listener while the other was speak-
ing, as depicted in Figure 5. This approach not
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only provides a clearer understanding of the inter-
speaker dynamics but also emphasizes the signif-
icance of non-verbal cues in shaping the interac-
tion.

Figure 5: Co-occurrence proportions of listener fa-
cial expression catégories

In Figure 5, the prominence of the mouth_up cat-
egory is evident for both interlocutors when they
are in the listening role, p < 0.05. This under-
scores the significance of the mouth_up category
in the context of the interaction, reinforcing its as-
sociation with positivity and rapport-building. Ad-
ditionally, there’s a noticeable difference in the
mouth_down category between the two speakers.
Specifically, the client exhibits a higher presence
of the Mouth Down category when listening com-
pared to the therapist. This observation suggests
that while both participants actively engage in non-
verbal communication during listening, the ther-
apist places a particular emphasis on conveying
positivity. Such findings highlight the pivotal role
of non-verbal cues, especially from the therapist’s
perspective, in shaping and enhancing the quality
of the interaction

5.2.2. Facial expression categories
dynamics

Subsequently, our attention shifted towards un-
derstanding the intricate interplay between facial
expression categories. This was driven by our in-
tent to look into behaviours such as mimicry, and
adaptive behaviours, all rooted in our theoretical
framework. Given our emphasis on the manage-
ment of positivity within the interaction, we focused
on themouth_up category, which serves as a hall-
mark of positive rapport. Specifically, we sought
to observe the interactive dynamics between the
therapist’s and client’s mouth_up activation. We
investigated the co-occurrence proportions of the
client’s facial expression categories when the ther-
apist exhibits a mouth_up facial expressions and
vice versa. The insights from this exploration are
presented in Figure 6.
The therapist’s inclination towards positive rein-

forcement is evident. When the client expresses
smile through mouth_up category, the therapist

Figure 6: Co-occurrence proportions between
therapist and client Mouth up category

frequently reciprocates with the same facial ex-
pression category, suggesting a form of mimicry.
This behavior emphasizes the therapist’s role in
fostering a positive rapport and aligning with the
client’s expression. Conversely, the client, while
also showing a tendency to return the therapist’s
smile expression, does so to a lesser degree.
Notably, the mouth_down category is more pro-
nounced in the client’s responses to the therapist’s
mouth_up. This heightened expression of a po-
tentially negative facial cue in response to positiv-
ity may highlight the client’s varied expectancy vio-
lation and positivity management due to their ”pas-
sive” role in the context of (MI). The therapist, be-
ing the facilitator, is more attuned to maintaining a
positive atmosphere, often compensating or recip-
rocating with positive behaviours to manage and
enhance positivity trough the mouth_up category
expression . This dynamic highlights the distinct
roles each plays within the therapeutic setting, with
the therapist actively working on promoting posi-
tivity in someway, while the client navigates pas-
sively their expressions. Furthermore, this anal-
ysis provides insights into our research question
RQ3 The therapist’s consistent effort to maintain
and reciprocate positive facial cues, especially in
response to the client’s varied expressions, sug-
gests an adaptive approach aimed at enhancing
the quality of the MI session.

This inter-speaker facial expression co-
occurrence analysis offers valuable insights into
the adaptation of non-verbal behaviours within
the context of Motivational Interviewing (MI).
Furthermore, it provides a unique perspective
on the expectancy violation theory, especially
considering the varied valence associated with
the facial expression categories we examined.

5.2.3. Positivity decrease
Given the prominence of the mouth_up cate-

gories across various types of talks and the in-
ter speaker analysis phase, we sought to delve
deeper into its significance. Considering that the
mouth_up facial expression category is closely
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linked to smile and the positivity aspect of rapport
in our study, we aimed to validate the theoretical
assumption from rapport theory which posits that
the importance of positivity diminishes as the inter-
action progresses (Tickle-Degnen and Rosenthal,
1990).

To investigate this, we plotted the mean oc-
currence proportion of the mouth_up category
throughout the duration of the interaction. By cal-
culating an average interaction duration based on
our dataset, we were able to determine the mean
occurrence proportion of the mouth_up category
over time. This allowed us to observe how the
significance of positivity, as represented by the
mouth_up categories, evolves during the interac-
tion, particularly concerning the therapist. The
findings from this analysis are presented in Fig-
ure 7. The results, depicted in the figure, reveal
a discernible trend: the activation of mouth_up
categories diminishes as interactions progress.
There’s a noticeable peak at the onset, which
gradually decrease to minimal levels towards the
conclusion of the interaction. This trend aligns with
the rapport theory’s assertion that while positivity is
pivotal in the early stages of social interactions, its
relevance gradually diminishes. This observation
also provides an answer to our research question
RQ3. The diminishing prominence of themouthup
category over the course of the interaction under-
scores the nuanced role of positivity expressed
through therapist’s facial expressions, in shaping
the interaction quality and non-verbal dynamics of
MI sessions.

Figure 7: Occurence proportion variation of mouth
up category over interaction time

6. Future work and Limitations
Our study provides insights into the impact facial
expression categories in MI interactions, but has
notable limitations. Firstly, due to dimension re-
duction issues, we didn’t account for the duration
and start times of events, which would have en-

riched our understanding of dynamics like in turn-
taking silences. Secondly, our dataset had an im-
balance in terms of annotated therapist behaviours
and client talk types (like sustain, information and
advice), limiting our analysis of less frequent be-
haviours. Finally, our analysis was based solely
on successful and high-quality MI videos. A more
comprehensive study would involve contrasting
these with unsuccessful MI sessions to truly un-
derscore the positive influence of facial expres-
sions and positivity in the quality of counseling ses-
sions.
Moving forward, our research will address the

aforementioned limitations. Leveraging machine
learning instead of sequence mining algorithm, we
aim to develop an embedding architecture that
captures the nuances of facial expression cate-
gories in relation to MI’s behavior types and talk
types while taking into account the timings. Our
goal is to design a generative model capable of
producing appropriate therapist facial expression
categories, adapting dynamically to the progres-
sion of counseling sessions and the diverse MI
behaviours and type of talks exhibited. Further-
more, testing this model using social robots or vir-
tual agents in both positive and neutral settings will
help assess the true impact of facial expressions
on session quality.

7. Conclusion
In this research, we addressed the existing gap
surrounding the influence of non-verbal behavior
in Motivational Interviewing (MI) sessions. Rooted
in a theoretical foundation from psychological the-
ories such as the Self Determination Theory, The-
ory of Rapport, and Expectancy Violation Theory,
our study highlights role of non-verbal cues in MI.
Through a processing of the AnnoMI database
(Wu et al., 2023) and the deployment of sequence
mining algorithms (Wang Xin, 2022) , we dis-
cerned specific facial expression categories. Our
exploration looked into their co-occurrence sup-
port in relation to the speakers, the varied MI an-
notated types of talks, and behaviours, and the in-
tricate dynamics between them. Our observations
and statistical analyses enabled us to address our
research questions comprehensively. Among our
findings, themouth_up facial expression category,
assimilated to smile expression, emerged as a
beacon of positivity management, predominantly
exhibited by therapists during MI sessions. This
observations not only reaffirms the therapist’s ac-
tive role in fostering a positive therapeutic envi-
ronment but also paves the way for future stud-
ies aiming to further unravel the complexities of
non-verbal communication in therapeutic settings.
However, our study didn’t fully explore the timing
and duration of these expressions. Some MI be-



2373

haviours were also underrepresented in our data.
As we move forward, we aim to bridge these gaps
using cutting-edge machine learning techniques.
Our overarching objective remains to refine MI
sessions, making them more tailored and impact-
ful for clients. Moreover, our focus on successful
MI sessions leaves room for comparison with less
successful ones, offering a potential avenue for fu-
ture research to better evaluate the impact of facial
expressions on counseling quality.
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