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Choosing a set of benchmark problems is often a key component of any empirical evaluation of iterative
optimization heuristics. In continuous, single-objective optimization, several sets of problems have become
widespread, including the well-established BBOB suite. While this suite is designed to enable rigorous bench-
marking, it is also commonly used for testing methods such as algorithm selection, which the suite was never
designed around.

We present the MA-BBOB function generator, which uses the BBOB suite as component functions in
an affine combination. In this work, we describe the full procedure to create these affine combinations and
highlight the trade-offs of several design decisions, specifically the choice to place the optimum uniformly at
random in the domain. We then illustrate how this generator can be used to gain more low-level insight into
the function landscapes through the use of exploratory landscape analysis.

Finally, we show a potential use-case of MA-BBOB in generating a wide set of training and testing data for
algorithm selectors. Using this setup, we show that the basic scheme of using a set of landscape features to
predict the best algorithm does not lead to optimal results, and that an algorithm selector trained purely on
the BBOB functions generalizes poorly to the affine combinations.

CCS Concepts: • Theory of computation→ Random search heuristics; Design and analysis of algo-
rithms; Bio-inspired optimization.

Additional Key Words and Phrases: evolutionary computation, black-box optimization, benchmarking, algo-
rithm selection
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1 INTRODUCTION
Benchmarking is an essential step in the analysis and comparison of iterative optimization heuris-
tics. By studying an algorithm’s behavior on sets of known problems, insights into their working
principles can be gained, allowing researchers to improve their algorithms. Because of this interac-
tion between benchmark problems and algorithm design, the availability of benchmark problems
inherently influences the kinds of research questions being asked and the ways in which they are
answered.
Since designing effective benchmark suites is a challenging undertaking, rigorously designed

suites can become widely adopted in the community. Easy access to these established benchmark
suites then leads to these suites being used more often, for a wider variety of studies whose aims
might not necessarily align with the design choices made in the construction of the benchmark.
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2 Vermetten et al.

This can lead to biases in the results when algorithms exploit properties of the benchmark, e.g.,
center-bias in many commonly used problems [Kudela 2022].

In continuous, single-objective optimization, the Black BoxOptimization Benchmark (BBOB) [Hansen
et al. 2009] is one of the most well-established suites, partly thanks to its integration into the popu-
lar COCO framework [Hansen et al. 2021]. The BBOB suite consists of 24 problems, which each
represent several high-level landscape characteristics which challenge optimization algorithms in
different ways. For each of these problems, instances can be created through a set of transformations,
allowing researchers to test several invariances of their algorithm. Because of its popularity, studies
into the specifics of the BBOB suite are numerous [Long et al. 2022; Muñoz et al. 2022, 2015], as are
studies into the instance landscape which is not covered by BBOB [Long et al. 2023; Muñoz and
Smith-Miles 2020; Tian et al. 2020].
One key technique used in the analysis of benchmark functions is Exploratory Landscape

Analysis (ELA) [Mersmann et al. 2011]. ELA makes use of a set of randomly sampled points in the
domain to calculate sets of low-level landscape features, which in aggregate aim to characterize the
high-level properties of the landscape. Studies of ELA on BBOB have identified that it is relatively
straightforward to detect differences between all 24 problems [Renau et al. 2021], while different
instances of the same problem generally have comparable feature representations (although this is
not the case for all functions [Long et al. 2022]).

The ability of ELA to differentiate between BBOB functions suggests that these features would
be a useful representation for the algorithm selection problem as well. Indeed, studies on algorithm
selection for continuous optimization heuristics often use BBOB as their benchmark suite [Bischl
et al. 2012; Kerschke et al. 2019; Kerschke and Trautmann 2019; Kostovska et al. 2022; Lacroix and
McCall 2019; Muñoz et al. 2015]. However, the challenge with using BBOB for algorithm selection
lies in the evaluation of the results. One method is a leave-one-function-out technique [Nikolikj
et al. 2023], which uses 23 functions for training and the remaining one for testing. This approach
tends to show poor performance since each problem has been designed to represent different
high-level challenges for the optimization algorithm. As such, another technique of cross-validation
by splitting function instances is commonly used [Kerschke and Trautmann 2019]. However, this is
likely to overfit and overestimate the performance of the selector, since the instances of different
problems are inherently very similar. Thus, overfitting to biases of the instance design is an often
overlooked risk [Kostovska et al. 2022].

One potential way in which this bias can be reduced is by creating new, larger sets of benchmark
problems, or by creating a problem generator (e.g., the W-model in pseudo-Boolean optimiza-
tion [Weise et al. 2008]). Such problem generators can then create arbitrarily many benchmark
functions, to be used in the common train/test or cross-validation mechanisms from the machine
learning community [Pikalov and Mironovich 2022].

Extending previous work presented at the GECCO [Vermetten et al. 2023b] and the AutoML [Ver-
metten et al. 2023c] conferences, we describe in this work the Many-Affine BBOB function generator
(MA-BBOB). To construct new functions, we create affine combinations between existing BBOB
functions, building on the work of Dietrich and Mersmann [Dietrich and Mersmann 2022]. Our
generator is a generalization of their approach, designed to create unbiased combinations of prob-
lems where the contribution of the components can be smoothly varied. We highlight the core
design choices made in the construction of MA-BBOB in Section 3 and illustrate their impact on
the types of problems which can be created.

The parameterization of the MA-BBOB generator allows us to investigate controlled, potentially
small differences in functions from both the ELA and algorithm performance perspectives. This
is illustrated in Section 4 by investigating the addition of global structure (sphere function) to all
other BBOB problems, as well as transitioning between pairs of BBOB problems.
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MA-BBOB: A Problem Generator for Black-Box Optimization Using Affine Combinations and Shifts 3

Finally, in Section 5 we make use of a set of 1 000 functions generated with MA-BBOB to illustrate
an algorithm selection scenario, and show that the generalization from BBOB to MA-BBOB fails to
meet expectations. A comparison of the ELA-based algorithm selection approach with an artificial
baseline using the weights of the affine combinations indicates that there is room to improve on
the current ELA-based setup, especially when trying to generalize from BBOB to MA-BBOB.

Reproducibility: Links to source code, data, and additional figures are provided in [Vermetten
et al. 2024], see Section 3.3 for more details.

2 RELATEDWORK
2.1 The BBOB Problem Suite
Within the area of continuous optimization, the BBOB suite stands out as the by far most heavily
used one for algorithm comparison and benchmarking. As part of the popular COCO benchmarking
framework [Hansen et al. 2021], the original BBOB suite [Hansen et al. 2009] consists of 24 single-
objective, noiseless functions. To date, hundreds of different optimization algorithms have been
tested on the BBOB suite [Auger and Hansen 2020]. Over the years, the BBOB suite has been
integrated into other benchmarking tools – as a whole, as is the case for BBOBtorch [PatrikValkovic
2021] and IOHexperimenter [de Nobel et al. 2021b], or in parts, as is the case for the Nevergrad
platform [Rapin and Teytaud 2018].

Of particular note is the fact that the BBOB suite allows for the creation of different instances of
each function, by choosing between sets of transformations that are applied to a “base” version.
These instances aim to preserve the global function properties while varying factors such as the
location of the global optimum. This is done to prevent a biased algorithm from exploiting specific
structures of the function generation, e.g., a rotational bias. While the transformations are designed
to keep the high-level problem structure intact, the impact of these transformations on the low-level
landscape properties is not as straightforward, as some features can vary significantly between
instances [Long et al. 2022].
This instance generation procedure can be seen as one of the reasons for the popularity of

the BBOB suite since it allows for the analysis of several invariances in optimization algorithms.
Additionally, the availability of instances allows for the evaluation of AutoML approaches, e.g.,
algorithm selection, by enabling a cross-validation approach across instances. This generally leads
to better results than cross-validation on a function-level, since the functions themselves have been
designed specifically to contain different challenges to the optimizer, so leaving a function out of
the training set generally makes the transfer between train and test challenging [Kostovska et al.
2022; Nikolikj et al. 2023].

2.2 Filling the Instance Space
While using function instances allows the BBOB suite to cover a wider range of problem landscapes
than the raw functions alone, there are limits to the types of landscapes which can be created in
this way. Instance space analysis is an emerging research direction which investigates the extent to
which the existing benchmark functions cover the instance space, and whether they do so evenly
with regard to challenges for different optimization algorithms [Smith-Miles and Muñoz 2023].
This analysis allows for studies into different mechanisms for creating new problems, ranging from
random function generators [Tian et al. 2020] to genetic programming [Long et al. 2023; Muñoz and
Smith-Miles 2020]. In parallel, questions regarding appropriate choice of representative benchmark
functions from large sets of problems are gaining more attention, since benchmarking on thousands
of functions is still not computationally feasible [Cenikj et al. 2022].
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4 Vermetten et al.

In addition to the function generation methods mentioned above, it has recently been proposed
to use affine combinations between pairs of BBOB functions to generate new benchmark func-
tions [Dietrich and Mersmann 2022]. These combinations have been shown to smoothly fill the
space of low-level landscape properties, as measured through a low-dimensional projection of a set
of ELA features [Mersmann et al. 2011]. These results have shown that even a relatively simple
function creation procedure has the potential to give us new insights into the inner workings of
benchmark problems and their low-level characteristics.
Similarly, the ability to combine existing BBOB functions would allow for more extensive in-

vestigations into the behavior of algorithm selection methods, particularly those based on ELA
features [Kerschke et al. 2019], as smooth transitions in the landscape should correspond to smooth
transitions in algorithm behavior as well. Our extension of the affine function combination genera-
tionmechanism, which is summarized in Section 3, aims to increase the variety of available functions
while avoiding issues related to scaling differences between component functions [Vermetten et al.
2023c,b].

3 MANY-AFFINE BBOB
3.1 Pairwise Affine Combinations
To create affine combinations between two BBOB functions, we use a slightly modified version of
the procedure proposed in [Dietrich and Mersmann 2022]. Specifically, we define the combination
𝐶 as follows:

𝐶 (𝐹1,𝐼1 , 𝐹2,𝐼2 , 𝛼) (𝑥) = 10𝑋 , with

𝑋 =

(
𝛼 log10

(
𝐹1,𝐼1 (𝑥) − 𝐹1,𝐼1 (𝑂1,𝐼1 )

)
+ (1 − 𝛼) log10

(
𝐹2,𝐼2 (𝑥 −𝑂1,𝐼1 +𝑂2,𝐼2 ) − 𝐹2,𝐼2 (𝑂2,𝐼2 )

) )
Here, 𝐹1, 𝐼1, 𝐹2, and 𝐼2 are the two base functions and their instance numbers, as defined in

BBOB [Hansen et al. 2009]. 𝑂1,𝐼1 and 𝑂2,𝐼2 represent the location of the optimum of functions 𝐹1,𝐼1
and 𝐹2,𝐼2 respectively. The transformation to 𝑥 when evaluating 𝐹2,𝐼2 is performed to make sure the
location of the optimum is at 𝑂1,𝐼1 . To avoid invalid input to the log10 calculation, these values are
capped at a value of 10−12. As opposed to the original definition, we subtract the optimal values
before aggregating and take a logarithmic mean between the problems. This way, we can use
consistent values for 𝛼 across problems, without having to perform the entropy-based selection
performed in [Dietrich and Mersmann 2022]. It has the additional benefit of ensuring the objective
value of the optimal solution is always 0, so the comparison of performance across instances and
problems is simplified. In Figure 1, we illustrate the change in the landscape for the combination of
F21 and F1, for different values of 𝛼 .

3.2 Combining Multiple BBOB Functions
We extend the pairwise affine combinations from Section 3.1 to create a function generator which
uses affine combinations of multiple BBOB functions. In particular, our generator is defined as
follows:

MA-BBOB( ®𝑊, ®𝐼 , ®𝑋opt) (𝑥) = 𝑅−1 ( 24∑︁
𝑖=1

𝑊𝑖 · 𝑅𝑖
(
𝐹𝑖,𝐼𝑖 (𝑥 − ®𝑋opt +𝑂𝑖,𝐼𝑖 ) − 𝐹𝑖,𝐼𝑖 (𝑂𝑖,𝐼𝑖 )

) )
Here, ®𝑊 and ®𝐼 are 24-dimensional vectors containing the weight and instance identifiers respec-

tively, and ®𝑋opt is the location of the optimum, which we generate uniformly at random in the
domain [−5, 5]𝑑 . Finally, 𝑅𝑖 and 𝑅−1 are rescaling functions, defined in Section 3.2.1. We highlight
the motivation behind each of these design choices in the following subsections.
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Fig. 1. Evolution of the landscape (log-scaled function-values) of the affine combination between F21 (𝛼 = 1)
and F1 (𝛼 = 0), instance 1 for both functions, for varying 𝛼 in 0.25 increments. The red circle highlights the
location of the global optimum.

Function ID 1 2 3 4 5 6 7 8 9 10 11 12
Scale Factor 11.0 17.5 12.3 12.6 11.5 15.3 12.1 15.3 15.2 17.4 13.4 20.4
Function ID 13 14 15 16 17 18 19 20 21 22 23 24
Scale Factor 12.9 10.4 12.3 10.3 9.8 10.6 10.0 14.7 10.7 10.8 9.0 12.1

Table 1. Final scale factors used to generate MA-BBOB problems.

3.2.1 Scaling of Function Values. While the geometric weighted average used in Section 3.1 between
component functions reduces the impact of small differences in scale, some BBOB problems vary
by orders of magnitude, which can still cause one function to dominate the combined landscape.
To address this, we add a rescaling function to the MA-BBOB definition, which transforms the
log-precision on each component function into approximately [0, 1] before the transformation.
This is done by capping the log-precision at −8, adding 8 so the minimum is at 0 and dividing by a
scale factor 𝑆𝑖 . This procedure aims to make the target precision of 102 similarly easy to achieve on
all component problems. We thus get the following scaling functions:

𝑅𝑖 (𝑥) =
max(log10 (𝑥),−8) + 8

𝑆𝑖

𝑅−1 (𝑥) = 10(10·𝑥 )−8

To determine practical scale factors, we collect a set of 50 000 random samples and evaluate
them. We then aggregate the resulting function values (transformed to log-precision) in several
ways: min, mean, max, (max+min)/2. In Figure 2, we show the differences between these methods
for a selected problem in 2𝑑 . Somewhat subjectively, we select the (max+min)/2 scaling as the
technique to use for the MA-BBOB generator. To ensure we don’t have to repeat this sampling
procedure each time we instantiate the problem in a new dimensionality, we investigate the relation
between dimensionality and the chosen scale factor calculation. This is visualized in Figure 3, where
we see that, with an exception for the smallest dimensions, the values remain quite stable. Because
of this, we make use of a static scale factor rather than defining one for each dimension individually.
The final factors used are calculated as a rounded median of the values from Figure 3, and shown
in Table 1.

3.2.2 Instance Creation. Another design choice we made was to place the optimum of the combined
function uniformly at random in the domain ( [−5, 5]𝑑 ). This differs from the earlier versions used
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Fig. 2. Log-scaled fitness values of an example of a single many-affine function with 5 different ways of
scaling. The first 4 are taking the mean, max, (max+min)/2 and min of 50 000 random samples (U([−5, 5]𝑑 ))
to create the scale factor, while the fifth (‘equal’) option does not make use of this scaling.
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Fig. 3. Evolution of the log-scaled (max+min)/2 scaling factor, relative to the problem dimension. The values
are based on 50 000 samples. Each line corresponds to one of the 24 BBOB functions.
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Fig. 4. Log-scaled fitness values of an example of a single many-affine function with changed location of
optimum.

for pairwise combinations of BBOB functions [Dietrich and Mersmann 2022; Vermetten et al. 2023b],
where the optimum of one of the component functions was re-used. However, the biases in the
original BBOB instance generation procedure would then be transferred into the combinations as
well [Long et al. 2022]. Since our function generator does not have to guarantee the preservation of
global function properties, we take the risk of moving parts of the regions of interest outside the
domain to have a less biased location of the global optimum. Figure 4 shows how a 2𝑑-function
changes when moving the optimum location.
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3.2.3 Sampling Random Functions. To allow for the usage of MA-BBOB as a function generator,
we need to create a default setting to generate useful weight-vectors. This could be done uniformly
at random (given a normalization step). However, in this way, the weight for every component is
likely to be non-zero, so most functions contribute to the final combination, erasing the possibility
of generating unimodal problems since some multimodality will always be included from some of
the multimodal component functions.

To address this issue, we adapt the sampling technique to combine fewer component functions
on average. Our approach is based on a threshold value to determine which functions contribute to
the problem. The procedure for generating weights is thus as follows: (1) Generate initial weights
uniformly at random, (2) adapt the threshold to be the minimum of the user-specified threshold
and the third-highest weight, (3) this threshold is subtracted from the weights, all negative values
are set to 0. The second step is to ensure that at least two problems always contribute to the new
problem. We decide to set the default value at 𝑇 = 0.85, such that on average 3.6 (i.e., 15% of 24)
problems will have a non-zero weight.

3.3 Availability and Reproducibility
The MA-BBOB generator as described here is made available directly in the IOHexperimenter
package [de Nobel et al. 2021b] as part of the IOHprofiler project [Doerr et al. 2018]. This enables
us to use any of the built-in logging and tracking options of IOHexperimenter. In particular, it
allows us to store the performance data into a file format which can be directly processed into
IOHanalyzer [Wang et al. 2022] for post-processing.

The experiments and corresponding analyses described in this paper (including some additional
versions for presented figures) can be reproduced by following the steps outlined in our Zenodo
repository [Vermetten et al. 2024], which also contains the performance data and the ELA-features
for all analyzed functions. This repository documents the steps required to generate, analyze and
visualize the data described in this paper using an interactive notebook as well as several guided
scripts.

4 PAIRWISE AFFINE COMBINATIONS
For the first analysis of the MA-BBOB functions, we limit ourselves to the combination of pairs of
functions. This allows a more low-level investigation into the transition of both landscape features
and algorithm performance.

4.1 Setup
For the algorithm performance-based analysis, we make use of a portfolio of five algorithms. Of
these, three are accessed through the Nevergrad framework [Rapin and Teytaud 2018]:

• Differential Evolution (DE) [Storn and Price 1997]
• Constrained Optimization by Linear Approximation (Cobyla) [Powell 1994]
• Diagonal Covariance Matrix Adaptation Evolution Strategy (dCMA-ES) [Hansen and Oster-
meier 2001]

The remaining algorithms are two modular algorithm families: modular Differential Evolution [Ver-
metten et al. 2023a] (modde) and modular CMA-ES [de Nobel et al. 2021a] (modcma). All algorithms,
including the modular ones, use default parameter settings. Each run we perform has a budget of
2 000𝑑 , where 𝑑 is the dimensionality of the problem. We perform 50 independent runs per function.
For the pairwise function combinations, we stick to the terminology introduced in Section 3.1 for
easier comparison with the previous results in [Vermetten et al. 2023b].

, Vol. 1, No. 1, Article . Publication date: October 2024.



8 Vermetten et al.

In the remainder of this section, we set 𝐼2 = 1. As such, when discussing the instance of a pairwise
affine combination𝐶 (𝐹1, 𝐼1, 𝐹2, 𝐼2, 𝛼), we are referring to 𝐼1. Note that we also introduce the uniform
sampling of the optima for these experiments, following the description in Section 3.2.2. For our
performance measure, we make use of the normalized area over the convergence curve (AOCC),
to be maximized. The AOCC is an anytime performance measure, which is equivalent to the area
under the cumulative distribution curve (AUC) given infinite targets for the construction of the
ECDF [López-Ibáñez et al. 2024]. This measure is thus slightly more precise than the AUC, and
can easily be computed online. To remain consistent with the performance measures used in our
previous work, and analysis of results on BBOB in general, we use 102 and 10−8 as the bounds for
our function values, and perform a log-scaling before calculating the AOCC. We thus calculate the
normalized AOCC of a single run as follows:

AOCC( ®𝑦) = 1
𝐵

𝐵∑︁
𝑖=1

1 −
min(max((log10 (𝑦𝑖 ),−8), 2) + 8

10

where ®𝑦 is the sequence of best-so-far function values reached, 𝐵 is the budget of the run. To obtain
the AOCC over multiple runs, we simply take the average.

For the landscape analysis, we make use of the pFlacco [Prager and Trautmann 2024] package to
calculate the ELA features. We use a sample size of 1 000𝑑 points, sampled using a Sobol’ sequence.
We note this large sample size is used to remove some of the inherent variability in the ELA features,
even though practical applications usually rely on much smaller budgets. To be consistent with our
previous work [Vermetten et al. 2023c], we don’t include features which require additional samples
and remove all features which lead to NaN-values or remain static for all functions, resulting in a
set of 44 features.

4.2 Adding Global Structure
For the first set of experiments, we make use of affine combinations where we combine each
function with F1: the sphere model (as the 𝐹2 function in the combination). As can be seen in
Figure 1, adding a sphere model to another function creates an additional global structure that can
guide the optimization toward the global optimum. As such, these kinds of combinations might
allow us to investigate the influence of an added global structure on the performance of optimization
algorithms. While to some extent this can already be investigated by comparing results on the
function groups of the original BBOB with different levels of global structure, the affine function
combinations allow for a much more fine-grained investigation. For these experiments, we will
vary the function between the sphere (𝛼 = 0) and the target function (𝛼 = 1) by varying 𝛼 in steps
of 0.05.
In Figure 5a, we can see that the performance of CMA-ES does indeed seem to move smoothly

between the sphere and the function with which it is combined. It is however interesting to note
the differences in speed at which this transition occurs. For example, while the final performance
on functions 3 and 10 seems similar, the transition speed differs significantly. These differences in
transition speeds might in part be influenced by local differences in scaling, rather than the global
corrections applied in Section 3.2.1, but could also indicate a difference in the impact of adding
global structure to the function.
We can perform a similar analysis on other optimization algorithms. In Figures 5b and 5c, we

show the same heatmap as Figure 5a, but for Differential Evolution and Cobyla, respectively. It
is clear from these heatmaps that the performance of DE is more variable than that of CMA-ES,
while Cobyla’s performance drops off much more quickly. The overall trendlines for DE do seem to
be somewhat similar to those seen for diagonal CMA-ES: the transition points between high and
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(a) AOCC values for Diagonal CMA-ES.
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(b) AOCC values for Differential Evolution.
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(c) AOCC values for Cobyla.
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Fig. 5. Normalized area under the ECDF curve of three selected algorithms (a-c) and best-ranking algorithm
from the full portfolio (d) for each combination of the BBOB-function (x-axis) with a sphere model, for given
values of 𝛼 (y-axis) AOCC is calculated after 10 000 function evaluations, based on 50 runs on 50 instances
(and location of optimum). Note that 𝛼 = 0 corresponds to the sphere function.

low AOCC in Figure 5b are comparable to those seen in Figure 5a. There are however still some
differences in behavior, especially relative to Cobyla. These differences then lead to the question of
whether there exist transition points in ranking between algorithms as well. Specifically, if one
algorithm performs well for 𝛼 = 0 but gets overtaken as 𝛼 → 1, exploring this change in ranking
would give further insight into the relative strengths and weaknesses of the considered algorithms.

To study the impact on the relative ranking of algorithms, we make use of the full portfolio
of 5 algorithms and rank them based on AOCC on each affine function combination. We then
visualize the top ranking algorithm on each setting in Figure 5d. From this figure, we can see that
Cobyla deals well with the sphere model, managing to outperform the other algorithms when the
weighting of the sphere is relatively high. Then, after a certain threshold, the CMA-ES variants
consistently outperform the rest of the portfolio, with dCMA taking over when Cobyla is no longer
preferred. However, as 𝛼 increases further, and the influence of the sphere model diminishes, an
interesting pattern seems to occur. For several problems, there is a second transition point to
modcma, indicating that the differences in default parameterizations between the used libraries
have a large impact on the algorithms’ behavior. Based on some preliminary experiments, we
identified that one significant factor could be related to the initial stepsize, which is smaller for
dCMA, and thus might lead to it becoming more easily stuck in local optima when the global
structure is not as strong.
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Fig. 6. Distribution of AOCC values for 5 algorithms on the affine combinations between F10 (𝛼 = 1) and F1
(𝛼 = 0), for selected values of 𝛼 .

In order to better understand what the transitions in algorithm ranking look like, we can zoom
in on one of the functions and plot the distribution of AOCC for all values of 𝛼 . This is done in
Figure 6, where we look at the combination between F10 and the sphere model. In this figure,
we observe that Cobyla is very effective at optimizing the sphere and the combinations with low
𝛼 . However, when 𝛼 increases, Cobyla quickly starts to fail, while, for example, DiagonalCMA
still manages to solve most instances at 𝛼 = 0.25 with similar AOCC. As 𝛼 increases further, the
modcma’s performance remains stable, showing only a minor drop in performance relative to the
one seen in dCMA.

4.3 Impact on ELA Features
In addition to the performance perspective, we can also look at what happens to the landscape
feature of the BBOB functions as we add increasingly more influence from the sphere function.
Since we measure 44 different ELA features, our analysis of the impact is rather more high-level
than the algorithm performance viewpoint, as we first aim to capture the overall stability of the
features for increasing 𝛼 values (from 0 to 1 with steps of 0.05). This is measured as the sum of
absolute differences in feature mean for consecutive 𝛼 ’s, which is plotted in Figure 7. From this
figure, we can see that the mean of most features remains quite stable, with a few notable exceptions.
In particular, functions 16 and 23 show many feature changes from the sphere, which matches
observations from e.g. [Renau et al. 2019; Škvorc et al. 2020].
In addition to the differences between functions, it is also clear to see that features don’t all

behave in the same way. Since Figure 7 only shows absolute changes in mean, the deviation between
instances might also play a role. To analyze this in some more detail, we select a single function
(F10) and look at the evolution of both the feature mean and its standard deviation in Figure 8. From
this figure, we can see that the mean of each feature seems to transition rather smoothly between
the two component functions, in a similar way to the performance plots in Section 4.2. However,
we should note that the standard deviation of many features is relatively large for each 𝛼 value.

4.4 Impact of Optimum Location and the Instance
As can be seen from the relatively large variance in both ELA features and algorithm performance,
the instance and location of the optimum can have a major impact on both the landscape and the
corresponding algorithm behaviour. In particular, the way in which we defined an instance in our
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Fig. 8. Evolution of ELA features with changing between Sphere (𝛼 = 0) and F10 (𝛼 = 1). The color indicates
the mean of the feature over the 50 instances (lighter = larger), while the size indicates the variance (larger =
higher variance).

setup is not necessarily equivalent to the common interpretation, e.g., from BBOB. Since we allow
the optimum of a component function to be moved anywhere in the domain, this can lead to large
parts of the original function no longer being reachable. This is the main reason why some BBOB
functions have very restricted distributions for their optima, which can be seen by analyzing the
overall distribution of optima across all BBOB functions, visualized in Figure 9 and previously
observed in e.g.[Long et al. 2022].
To analyse how much the algorithms in our portfolio are influenced by the choice of instance

and location of optimum, we determine the relative impact of different instances for each function
(𝐹1 and 𝛼 value). This is done by first averaging the performance across all 50 runs on each instance.
By dividing this by the total variance present across all runs on all instances of that function, we
obtain a relative measure of ‘stability’ across instances, which is visualized in Figure 10. This figure
shows that some algorithms are inherently more impacted by the instance/location of the optimum
(modde), while, for example, for Cobyla, the variance increases with increasing 𝛼 , which suggests
that it is very stable on the sphere problem, but becomes much more impacted by variations in the
landscape when more non-sphere influence is added.
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Fig. 9. Location of optima of the 24 2d BBOB functions (1000 random instances). The red lines mark the
commonly used box-constraints of [−5, 5]𝑑 .
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Fig. 10. Relative deviation in AOCC caused by the change of the global optimum for all combinations of
BBOB functions with the sphere model (calculated as deviation per instance divided by deviation across all
instances). X-axis indicates changing function ID, and within each function ID the transition goes from 𝛼 = 0
to 𝛼 = 1 (left to right).

To further analyse the impact of this increased flexibility in terms of function generation, we
perform an experiment involving two versions of the original BBOB functions. The first is the data
from Section 4.2 where 𝛼 ∈ {0, 1}, which corresponds to data for 50 instances of each function,
with each of them having its optimum moved to a random point in the domain. The second set of
instances are created by taking the same instances of the BBOB functions, but not shifting their
optimum (the rescaling from Section 3.2.1 is still applied). This allows us to compare the influence
of moving the optimum on the landscape of the resulting problem. In Figure 11, we compare the
distribution of all features on these two versions of BBOB function 23. Note that versions of this
figure for other functions are available in our repository [Vermetten et al. 2024].

Finally, we can take an aggregated view of the features, and project the 44 dimensional space into
two dimensions using PCA on the original BBOB versions. Then, we can plot the moved versions
of the function into the same space, and observe the differences. The result of this projection is
shown in Figure 12, where we see that many functions are moved much closer to the center of
the projected space. This suggests that some of the ’unique’ feature combinations present in the
original BBOB functions are being lost when moving their optimum. This happens because large
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Fig. 12. UMAP projection trained on original bbob, then used to plot both the moved and original functions
in 2D.

parts of the function are moved outside of the domain, and replaced by parts which were originally
located outside the bounds. For some functions, these components are exponentially increasing,
leading to a large part of the space which is dominated by these artifacts, which is represented in
the ELA-features.
In addition to moving the location of the optima, we also perform a rescaling of the BBOB

functions before using them as components. Since it has been shown that the ELA-features used
in this work, with the notable exception of the linear slope intercept, are invariant to scale of the
function [Prager and Trautmann 2023], we do not provide a detailed analysis of this aspect of the
function transformation.

4.5 Pairwise Combinations
While combining functions with a sphere model can be viewed as adding global structure to a
problem, combinations between other functions can provide interesting insights into the transition
points between different types of problems. To illustrate the kinds of insights that can be gained
from these combinations, we select a subset of 5 functions and collect performance data on each
combination with the same 21 𝛼 values (with both orderings of the function). We show the per-
formance in terms of normalized AOCC of diagonal CMA-ES on these function combinations in
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Fig. 13. Normalized area over the convergence curve for Diagonal CMA-ES on each of the affine combinations
between the selected BBOB problems. Each facet corresponds to the combination of the row and column
function, with the x-axis indicating the used 𝛼 . AOCC values are calculated based on 50 runs on 25 instances,
with a budget of 10 000 function evaluations.

Figure 13. Note that for 𝛼 = 1, we are using the function specified in the column label, while for
𝛼 = 0 we have the function specified in the row label.

When comparing this Figure to its equivalent from the GECCO paper [Vermetten et al. 2023b], it
is important to note the fact that Figure 13 is almost fully symmetric around the diagonal, which
was not the case in the GECCO paper. Even though we might expect (𝐹1, 𝐹2, 𝛼) to be similar to
(𝐹2, 𝐹1, 1 − 𝛼), this was not the case when the location of the global optimum was selected as the
optimum of one of the component functions, as different BBOB functions can have significantly
different distributions of potential global optima [Long et al. 2022]. This is in large part the reason
whywe enabled theMA-BBOB generator to sample the optimum uniformly at random in the domain.
While Section 4.4 showed that this can potentially move interesting parts of some component
functions outside the domain, we view this as a worthwhile tradeoff to achieve fully unbiased
global optima.
From Figure 13, we can also see that the transition of performance between the two extreme 𝛼

values is mostly smooth. While there are some rather quick changes, e.g., for the transition between
F2 and F11, these seem to be the exception rather than the rule. Particularly interesting are the
settings where the performance of affine combinations between two functions proves to be much
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easier or harder than the functions which are being combined. For example, this is the case for the
combinations of F21 and F9.

5 COMBINING MULTIPLE FUNCTIONS: TESTING GENERALIZABILITY
For our final set of experiments, we make use of a set of 1000 functions generated using the setup
described in Section 3.2.3. This data is taken directly from the Zenodo repository [Vermetten et al.
2023d], and contains both ELA and performance data (for the same set of algorithms described in
Section 4.1, but using the original AUC measure instead of the AOCC). In [Vermetten et al. 2023c]
we analyzed this data to understand the MA-BBOB instance generation procedure, with the goal of
generating a wide set of benchmark problems on which algorithm selection and other automated
machine learning techniques can be tested.
In this experiment, we take the perspective of algorithm selection and train a random forest

model to predict the best algorithm to use for each function, based either on the ELA features of
the problem or the weights of the component functions. We can then compare the loss in terms of
AUC relative to the virtual best solver (VBS) for both of these models, in different training contexts.
We can either use the common cross-validation setup, or attempt to test for generalization ability
based only on the original BBOB functions. In Figure 14a we show the cumulative loss for the
cross-validation setup on the 5-dimensional functions. From this, we can see that the ELA-based
selector performs worse than the one based on the weights. This confirms the previous observation
that the ELA features might not be sufficiently representative to accurately represent the problems
in a way which is relevant for ranking optimization algorithms.

In order to better estimate how much the structure of the ELA features helps the prediction, we
can add in a naive baseline. This is created by shuffling the labels (best ranked algorithm) of all
samples before training. This shuffled model is in essence just a selector based on the frequency
of labels in the training data, and the difference between this version and the original ELA-based
selector shows how much the structure of the ELA-features helps improve the predictions. The
results for the cross-validation setup in 2D are shown in Figure 14b, where we see that the benefit
over most of the individual algorithms is inherent to the selected portfolio, since the shuffled model
outperforms all algorithms except modcma. This suggests that our algorithm portfolio is severely
unbalanced.
When looking at the generalization task, this imbalance is exacerbated further, since for MA-

BBOB the modcma is ranked first on an even larger fraction of functions than on BBOB, as shown
in Figure 15. In combination with the added challenge of transferring to a new suite, this leads to
our algorithm selection models being outperformed by the modcma, which is the Single Best Solver
(SBS) in this case, as illustrated in Figure 16. While the algorithm portfolio is partly responsible
for this shortcoming, the generalization ability does not significantly improve when removing
the modcma from our portfolio. This suggests that training on the original BBOB instances does
not sufficiently represent the challenges faced in the MA-BBOB suite. An important aspect of the
challenge of this transfer is the location of the optima, as discussed in Section 4.4.

6 CONCLUSIONS AND FUTUREWORK
We propose MA-BBOB as a way to generate new benchmark problems by creating affine combina-
tions of rescaled and translated BBOB functions. Our approach generalizes earlier work by Dietrich
and Mersmann who investigated combinations of pairs of BBOB functions and the transitions be-
tween them [Dietrich and Mersmann 2022]. The construction of MA-BBOB still allows for detailed
studies into the relation between landscape features and algorithm performance, but at the same
time, it has the potential to be used for testing algorithm selection techniques for optimization
algorithms.
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(a) AUC loss for 5 dimensional functions.
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(b) AUC loss for 2 dimensional functions.

Fig. 14. Cumulative loss (AUC) for different models: cross-validation (mixture of BBOB +MA-BBOB generated
combinations) based on weights and ELA, and each of the single-algorithm models.
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Fig. 16. Cumulative loss (AUC) on the 5 dimen-
sional MA-BBOB problems for models trained
on the BBOB functions, and each of the single-
algorithm models.

While MA-BBOB does not bias the location of the optimum to any part of the domain, this
comes at a potential cost in terms of instance creation. Specifically, we have shown that using
this procedure, the landscape features of the original BBOB features can be drastically changed.
Because of this, we shouldn’t consider two MA-BBOB functions as instances of the same problem
if they share the same weights, but view them as different problems instead.

When analyzing the changes in both performance and landscape of combinations of two functions,
we observe relatively smooth transitions between the components. There is however a large variance
in both of these metrics. It is additionally worthwhile to note that combinations between two
functions might become easier or harder for a given optimization algorithm to solve. Further
studies into these transitions might help reveal some closer relation between the performance
on the components and on their affine combination, and link this with the changes in landscape
characteristics.

The selection of ‘representative’ instance collections still remains to be done. Another important
step for future work is to test the generalization ability of AutoML systems that are trained on
MA-BBOB functions and tested on numerical black-box optimization problems that do not originate
from the BBOB family. In this context, our basic Random Forest-based algorithm selector indicates
that the ELA features might not be as suitable for this generalization task as expected, motivating
further research on feature engineering for single-objective continuous black-box optimization.
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