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Abstract
Generative information retrieval represents documents as a sequence of identifier tokens. Some of
the works propose to use arbitrary identifiers while others propose to use meta-data (text, URL, title).
Both approaches have limits: the former exhibit generalization problems while the latter might be
limited by the correctness of the meta-data. In this work, we propose a new generative approach, named
REFERENTIAL, that combines these two methods. Namely, we use prefix-biased identifiers but do not
require a one-to-one relationship between an identifier and a document. In this paper, we briefly expose
the model and the conducted experiments.
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1. Background and introduction

In 2022, Tay et al. [1] introduce the idea of generative retrieval-based methods where instead of
representing a document as an embedding and building indices for retrieval, the model directly
predicts the identifier of relevant documents. Said otherwise, the information about documents is
stored directly into the model parameters. Within this research area, we can distinguish two
different directions. Some of the works [1, 2, 3, 4, 5, 6] propose to use arbitrary identifiers while
others [1, 7, 8, 9, 10, 11, 12, 13] propose to use meta-data (text, URL, title) as identifiers. On the
one hand, for arbitrary identifiers, the most promising works [1, 2, 3, 4, 5] rely on identifiers
that exhibit some structure: namely, the sequences that share the same prefix are closer than
others that do not, e.g. documents identified by the sequences (1,5) and (1,6) have more in
common than a document identified by the sequence (2,5). In these works, there is a one-to-one
mapping between identifiers and documents that allows using the model to perform retrieval
by generating the document identifiers directly. However, as these works try to maximizing
the probability that a document generates the corresponding identifier, generalizing to new
documents is difficult. The alternative, relying on meta-data, uses more interpretable document
identifiers but the lack of one-to-one mapping (in the case of titles) and clear semantics results
in heuristics to define a document’s score concerning a query, as well as potential generalization
problems (although less than for arbitrary IDs).

To overcome these limitations, we propose a new generative approach, named REFERENTIAL,
that combines these two lines of work: using prefix-biased identifiers and removing the one-to-
one relationship between an identifier and a document. For each document, we model it as a
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combination of several identifiers. To allow efficient retrieval, we introduce a structure within
the identifiers. However, different from the work [10] which uses document meta-data, the
arbitrary token sequences are not easy to train. We have explored several ways to accelerate
and stabilize the training procedure including dynamic hard negatives, and progressive training,
which we describe next.

2. REFERENTIAL IR model

In this work, we use an encoder-decoder to generate sequences of arbitrary identifiers given the
input texts. To enforce a structure on identifier sequences, we propose to model the relevance
information given the generated identifier sequence of the query (𝑞), positive document (𝛼),
negative document (𝛽) by ”𝛼 is better than 𝛽 given the 𝑞,” denoted as 𝛼 ≻𝑞 𝛽, by supposing
that the common prefix between the relevant document and a query should be longer than
the one between the non-relevant document and the query. For instance, assuming we have
𝛼 = (5, 6, 7), 𝛽 = (5, 3, 1) and 𝑞 = (5, 6, 4): we don’t have 𝛼 = 𝑞, but they share a prefix of
length 2. While for 𝛽 and 𝑞, the common prefix is of length 1. Different from the previous
works [1, 2, 7, 8, 9, 14, 12, 13], which has a clear one-to-one mapping of a sequence to a unique
document, our representation associate a document/query with a sparse probability distribution
over “identifier” sequences.

For the learning procedure, most of the previous works propose to maximize the likelihood
of generating the document identifier given the document/query text, which makes learning
closer to a generative task than to an IR task. We instead propose to maximize the probability
that the relevant document 𝛼 is more relevant than the non-relevant one 𝛽 for a given query 𝑞,
i.e. we maximize 𝑃(𝛼 ≻𝑞 𝛽).

To compute its gradient, we use a recursive process based on a score function optimization.
For each generation step, we sample the tokens based on the conditional probability distributions
from 𝛼, 𝑞, 𝛽 respectively: If 𝛼 and 𝑞 share the same tokens but not the 𝛽, we can stop the recursion
by ensuring the 𝛼 ≻𝑞 𝛽 based on the prefix. If 𝛼, 𝛽, 𝑞 all share the same prefix, we cannot conclude
anything so we have to continue the recursion. In all the other cases, we can also stop the
recursion by concluding that 𝛼 ≻𝑞 𝛽 is false given the prefix.

During inference, we cannot compute 𝑃(𝛼 ≻𝑞 𝛽) for every pair of documents. Instead, we
propose to use the following score function:

𝑟 𝑠𝑣(𝑞, 𝑑) = 𝑃(𝛼 ≻𝑞 𝐷)

where 𝐷 is a document whose distribution over sequences is uniform. This score can be
interpreted as ”the probability of the document is better than a random document based on
the query to be evaluated.” Further, different from the loss where we sample one token at each
depth to make the training more efficient, we propose to use a beam search during the inference
stage to cover more sequences according to the probability distribution of the query.

3. Training REFERENTIAL

To make our model work better, we have tried various strategies from the literature:



Query augmentation : According to [15], inside MSMARCO Passage, the annotated query-
document pairs only cover 10% of the total documents, which means that if we use only
the manually annotated relevance information, the model can easily overfit. Following
[7, 8], we propose to use Doc2Query [16] to generate several queries for each document
and consider them to be relevant. We use these synthetic queries in a pre-training stage
and then switch to a fine-tuning stage by using the human-annotated dataset.

Dynamic negative sampling The negative sampling strategy is quite important when train-
ing IR models, especially for generative ones [17, 3, 18]. If the non-relevant documents
(negatives) are too easy to distinguish from relevant ones, our model can distinguish
using only a short prefix, and we cannot learn long and meaningful identifier sequences.
To sample harder negatives, during training, we can cache which sequence maps to which
documents. This information can, in turn, be used by sampling negative documents
whose identifier sequences match the most probable ones for the query or the relevant
document.

KL-Divergence regularization and bias logit initialization In our model, documents can
be associated with sequences of different lengths. However, shorter sequences have a
higher probability of being generated. To cope with that, we need to ensure that the
probability of two sequences is the same on average (at initialization) by introducing a
factor that downscales the probability of short sequences. During training, we use a KL
loss to ensure the model does not converge towards generating short sequences.

Progressive training As the model is initialized random and the tokens are arbitrary, quite of-
ten when training, the loss drops into a local minimum. We propose a progressive training
strategy by progressively increasing the limit on the length of generated sequences.

4. Conclusion and Future work

While the above learning strategies did improve the training process, learning properly REFER-
ENTIAL is still problematic and leads to sub-optimal performance. We are currently considering
the following directions, which may make our model perform better.

Smarter initialization : With a random initialization, we observed that the model could still
be stuck in a local minimum. We hypothesize that this might be due to an improper
pre-conditioning. To cope with this issue, we propose to follow the work of [1, 2] and
leverage a hierarchical k-means clustering of documents (based on some embeddings).
This clustering can be used to associate to each document a unique sequence. We can
then warm up the model by training it in a teacher-forcing mode, i.e., by maximizing the
probability that a document generates the sequence associated with its cluster.

Depthwise embedding table : Identifier sequences are quite different from sequences in
natural language. More precisely, the semantics of a token depend much more on the
prefix that for natural language, especially since the number of tokens is much lower (4
to 32 in our experiments). Approaches like [3, 4] use different codebooks (embedding



matrices) for the decoder at different depths, but they do not depend on the prefix; we
could rather use a different embedding matrix for each possible prefix.
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